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PREFACE 

Reports in this volume are numbered consecutively beginning with number 1 Each report is 
paginated with the report number followed by consecutive page numbers, e.g., 1-1, 1-2, 1-3; 2-1, 2-2, 

2-3. 

Due to its length, Volume 3 is bound in two parts, 3 A and 3B. Volume 3 A contains 
#1-19. Volume 3B contains reports #20-39. The Table of Contents for Volume 3 is included in both 

parts. 

This document is one of a set of 16 volumes describing the 1994 AFOSR Summer Research 
Program. The following volumes comprise the set: 

VOLUME TITLE 

2A&2B 

3A&3B 
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5A&5B 
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10 

11 

12A & 12B 

13 

14 

15A&15B 

16 

Program Management Report 

Summer Faculty Research Program (SFRP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center, Frank J. Seiler Research Laboratory, 

and Wilford Hall Medical Center 

Graduate Student Research Program (GSRP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center, Frank J. Seiler Research Laboratory, 

and Wilford Hall Medical Center 

High School Apprenticeship Program (HSAP) Reports 

Armstrong Laboratory 

Phillips Laboratory 

Rome Laboratory 

Wright Laboratory 

Arnold Engineering Development Center 
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1. INTRODUCTION 

The Summer Research Program (SRP), sponsored by the Air Force Office of Scientific Research 
(AFOSR), offers paid opportunities for university faculty, graduate students, and high school students 
to conduct research in U.S. Air Force research laboratories nationwide during the summer. 

Introduced by AFOSR in 1978, this innovative program is based on the concept of teaming academic 
researchers with Air Force scientists in the same disciplines using laboratory facilities and equipment 
not often available at associates' institutions. 

AFOSR also offers its research associates an opportunity, under the Summer Research Extension 
Program (SREP). to continue their AFOSR-sponsored research at their home institutions through the 
award of research grants. In 1994 the maximum amount of each grant was increased from $20,000 to 
525,000. and the number of AFOSR-sponsored grants decreased from 75 to 60. A separate annual 
report is compiled on the SREP. 

The Summer Faculty Research Program (SFRP) is open annually to approximately 150 faculty 
members with at least two years of teaching and/or research experience in accredited U.S. colleges, 
universities, or technical institutions. SFRP associates must be either U.S. citizens or permanent 
residents. 

The Graduate Student Research Program (GSRP) is open annually to approximately 100 graduate 
students holding a bachelor's or a master's degree; GSRP associates must be U.S. citizens enrolled full 
time at an accredited institution. 

The High School Apprentice Program (HSAP) annually selects about 125 high school students located 
within a twenty mile commuting distance of participating Air Force laboratories. 

The numbers of projected summer research participants in each of the three categories are usually 
increased through direct sponsorship by participating laboratories. 

AFOSR's SRP has well served its objectives of building critical links between Air Force research 
laboratories and the academic community, opening avenues of communications and forging new 
research relationships between Air Force and academic technical experts in areas of national interest; 
and strengthening the nation's efforts to sustain careers in science and engineering. The success of the 
SRP can be gauged from its growth from inception (see Table 1) and from the favorable responses the 
1994 participants expressed in end-of-tour SRP evaluations (Appendix B). 

AFOSR contracts for administration of the SRP by civilian contractors. The contract was first 
awarded to Research & Development Laboratories (RDL) in September 1990. After completion of 
the 1990 contract, RDL won the recompetition for the basic year and four 1-year options. 



2. PARTICIPATION IN THE SUMMER RESEARCH PROGRAM 

The SRP began with faculty associates in 1979; graduate students were added in 1982 and high school 
students in 1986. The following table shows the number of associates in the program each year. 

Table 1: SRP Participation, by Year 

YEAR Number of Participants TOTAL 

SFRP GSRP HSAP 

1979 70 70 

1980 87 87 

1981 87 87 

1982 91 17 108 

1983 101 53 154 

1984 152 84 236 

1985 154 92 246 

1986 158 100 42 300 

1987 159 101 73 -> *■* -» 

JJJ 

1988 153 107 101 361 

1989 168 102 103 373 

1990 165 121 132 418 

1991 170 142 132 444 

1992 185 121 159 464 

1993 187 117 136 440 

1994 192 117 133 442 

Beginning in 1993, due to budget cuts, some of the laboratories weren't able to afford to fund as many 
associates as in previous years; in one case a laboratory did not fund any additional associates. 
However, the table shows that, overall, the number of participating associates increased this year 
because two laboratories funded more associates than they had in previous years. 



3. RECRUITING AND SELECTION 

The SRP is conducted on a nationally advertised and competitive-selection basis. The advertising for 
faculty and graduate students consisted primarily of the mailing of 8.000 44-page SRP brochures to 
chairpersons of departments relevant to AFOSR research and to administrators of grants in accredited 
universities, colleges, and technical institutions. Historically Black Colleges and Universities (HBCUs) 
and Minority Institutions (Mis) were included. Brochures also went to all participating USAF 
laboratories, the previous year's participants, and numerous (over 600 annually) individual requesters. 

Due to a delay in awarding the new contract, RDL was not able to place advertisements in any of the 
following publications in which the SRP is normally advertised: Black Issues in Higher Education. 
Chemical & Engineering News, IEEE Spectrum and Physics Today. 

High school applicants can participate only in laboratories located no more than 20 miles from their 
residence. Tailored brochures on the HSAP were sent to the head counselors of 180 high schools in 
the vicinity of participating laboratories, with instructions for publicizing the program in their schools. 
High school students selected to serve at Wright Laboratory's Armament Directorate (Eglin Air Force 
Base. Florida) serve eleven weeks as opposed to the eight weeks normally worked by high school 
students at all other participating laboratories. 

Each SFRP or GSRP applicant is given a first, second, and third choice of laboratory. High school 
students who have more than one laboratory or directorate near their homes are also given first, 
second, and third choices. 

Laboratories make their selections and prioritize their nominees. AFOSR then determines the number 
to be funded at each laboratory and approves laboratories' selections. 

Subsequently, laboratories use their own funds to sponsor additional candidates. Some selectees do 
not accept the appointment, so alternate candidates are chosen. This multi-step selection procedure 
results in some candidates being notified of their acceptance after scheduled deadlines. The total 
applicants and participants for 1994 are shown in this table. 

Table 2: 1994 Applicants and Participants 

PARTICIPANT 
CATEGORY 

TOTAL 
APPLICANTS 

SELECTEES DECLINING 
SELECTEES 

SFRP 

(HBCU/MD 

600 

(90) 

192 

(16) 

30 

(7) 
GSRP 

(HBCU/MT) 

322 

(11) 

117 

(6) 

11 

(0) 

HSAP 562 133 14 

TOTAL 1484 442 55 



4. SITE VISITS 

During June and July of 1994, representatives of both AFOSR/NI and RDL visited each participating 
laboratory to provide briefings, answer questions, and resolve problems for both laboratory personnel 
and participants. The objective was to ensure that the SRP would be as constructive as possible for all 
participants. Both SRP participants and RDL representatives found these visits beneficial. At many of 
the laboratories, this was the only opportunity for all participants to meet at one time to share their 
experiences and exchange ideas. 

5. HISTORICALLY BLACK COLLEGES AND  UNIVERSITIES AND MINORITY 
INSTITUTIONS (HBCU/MIs) 

In previous years, an RDL program representative visited from seven to ten different HBCU/MIs to 
promote interest in the SRP among the faculty and graduate students. Due to the late contract award 
date (January 1994) no time was available to visit HBCU/MIs this past year. 

In addition to RDL's special recruiting efforts, AFOSR attempts each year to obtain additional funding 
or use leftover funding from cancellations the past year to fund HBCU/MI associates. This year, seven 
HBCU/MI SFRPs declined after they were selected. The following table records HBCU/MI 
participation in this program. 

Table 3: SRP HBCU/MI Participation, by Year 

YEAR SFRP GSRP 

Applicants Participants Applicants Participants 

1985 76 23 15 11 

1986 70 18 20 10 

1987 82 32 32 10 

1988 53 17 23 14 

1989 39 15 13 4 

1990 43 14 17 3 

1991 42 13 8 5 

1992 70 13 9 5 

1993 60 13 6 2 

1994 90 16 11 6 



6. SRP FUNDING SOURCES 

Funding sources for the 1994 SRP were the AFOSR-provided slots for the basic contract and 
laboratory funds. Funding sources by category for the 1994 SRP selected participants are shown here. 

Table 4: 1994 SRP Associate Funding 

FUNDING CATEGORY SFRP GSRP HSAP 

AFOSR Basic Allocation Funds 150 98n 121*2 

USAF Laboratory Funds 37 19 12 

HBCU/MI By AFOSR 
(Using Procured Addn'l Funds) 

5 0 0 

TOTAL 192 117 133 

*1 - 100 were selected, but two canceled too late to be replaced. 
*2 - 125 were selected, but four canceled too late to be replaced. 

7. COMPENSATION FOR PARTICIPANTS 

Compensation for SRP participants, per five-day work week, is shown in this table. 

Table 5:  1994 SRP Associate Compensation 

PARTICIPANT CATEGORY 1991 1992 1993 1994 

Faculty Members $690 $718 $740 $740 

Graduate Student 
(Master's Degree) 

$425 $442 $455 $455 

Graduate Student 
(Bachelor's Degree) 

$365 $380 $391 $391 

High School Student 
(First Year) 

$200 $200 $200 $200 

High School Student 
(Subsequent Years) 

$240 $240 $240 $240 



The program also offered associates whose homes were more than 50 miles from the laboratory an 
expense allowance (seven days per week) of $50/day for faculty and $37/day for graduate students. 
Transportation to the laboratory at the beginning of their tour and back to their home destinations at 
the end was also reimbursed for these participants. Of the combined SFRP and GSRP associates. 58% 
(178 out of 309) claimed travel reimbursements at an average round-trip cost of $860. 

Faculty members were encouraged to visit their laboratories before their summer tour began. All costs 
of these orientation visits were reimbursed. Forty-one percent (78 out of 192) of faculty associates 
took orientation trips at an average cost of $498. Many faculty associates noted on their evaluation 
forms that due to the late notice of acceptance into the 1994 SRP (caused by the late award in January 
1994 of the contract) there wasn't enough time to attend an orientation visit prior to their tour start 
date. In 1993, 58 % of SFRP associates took orientation visits at an average cost of $685. 

Program participants submitted biweekly vouchers countersigned by their laboratory research focal 
point, and RDL issued paychecks so as to arrive in associates' hands two weeks later. 

HSAP program participants were considered actual RDL employees, and their respective state and 
federal income tax and Social Security were withheld from their paychecks. By the nature of their 
independent research, SFRP and GSRP program participants were considered to be consultants or 
independent contractors. As such, SFRP and GSRP associates were responsible for their own income 
taxes. Social Security, and insurance. 

CONTENTS OF THE 1994 REPORT 

The complete set of reports for the 1994 SRP includes this program management report augmented by 
fifteen volumes of final research reports by the 1994 associates as indicated below: 

Table 6:  1994 SRP Final Report Volume Assignments 

LABORATORY 

VOLUME 

SFRP        GSRP       HSAP 

Armstrong 2 7 12 

Phillips 3 8 13 

Rome 4 9 14 

Wright 5A,5B 10 15 

AEDC, FJSRL, WHMC 6 11 16 

AEDC 
FJSRL 
WHMC 

Arnold Engineering Development Center 
Frank J. Seiler Research Laboratory 
Wilford Hall Medical Center 



APPENDIX A - PROGRAM STATISTICAL SUMMARY 

A. Colleges/Universities Represented 

Selected SFRP and GSRP associates represent   158 different colleges, universities, and 
institutions. 

B. States Represented 

SFRP -Applicants came from 46 states plus Washington DC. and Puerto Rico.   Selectees 
represent 40 states. 

GSRP - Applicants came from 46 states and Puerto Rico. Selectees represent 34 states. 

HSAP - Applicants came from fifteen states. Selectees represent ten states. 

C. Academic Disciplines Represented 

The academic disciplines of the combined 192 SFRP associates are as follows: 

Electrical Engineering 22.4% 
Mechanical Engineering 14.0% 
Physics: General, Nuclear & Plasma 12.2% 
Chemistry & Chemical Engineering 11.2% 
Mathematics & Statistics 8.1% 
Psychology 7.0% 
Computer Science 6.4% 
Aerospace & Aeronautical Engineering 4.8% 
Engineering Science 2.7% 
Biology & Inorganic Chemistry 2.2% 
Physics: Electro-Optics & Photonics 2.2% 
Communication 1.6% 
Industrial & Civil Engineering 1.6% 
Physiology 1.1% 
Polymer S cience 1.1% 
Education 0.5% 
Pharmaceutics 0.5% 
Veterinary Medicine 0.5% 
TOTAL 100% 
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Table A-1. Total Participants 

Number of Participants 

SFRP 

GSRP 

HSAP 

192 

117 

133 

TOTAL 442 

Table A-2. Degrees Represented 

Degrees Represented 

SFRP GSRP TOTAL 

Doctoral                    189 0 189 

Master's                      3 47 50 

Bachelor's                  0 70 70 

TOTAL               192 117 309 

Table A-3. SFRP Academic Titles 

Academic Titles 

Assistant Professor 74 

Associate Professor 63 

Professor 44 

Instructor 5 

Chairman 1 

Visiting Professor 1 

Visiting Assoc. Prof. 1 

Research Associate 

TOTAL 192 
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Table A-4. Source of Learning About SRP 

SOURCE SFRP GSRP 

Applicants Selectees Applicants Selectees 

Applied/participated in prior years 

Colleague familiar with SRP 

Brochure mailed to institution 

Contact with Air Force laboratory 

Faculty Advisor (GSRPs Only) 

Other source 

26% 37% 10% 13% 

19% 17% 12% 12% 

32% 18% 19% 12% 

15% 24% 9% 12% 

- - 39% 43% 

8% 4% 11% 8% 

TOTAL 100% 100% 100% 100% 

Table A-5. Ethnic Background of Applicants and Selectees 

SFRP GSRP HSAP 

Applicants Selectees Applicants Selectees Applicants Selectees 

American Indian or 0.2%               0% 1%                0% 0.4%              0% 
Native Alaskan 

Asian/Pacific Islander 30%               20% 6%                8% 7%               10% 

Black 4%                1.5% 3%                 3% 7%                2% 

Hispanic 3%                1.9% 4%               4.5% 11%               8% 

Caucasian 51%               63% 77%               77% 70%               75% 

Preferred not to answer 12%               14% 9%                  7% 4%                 5% 

TOTAL 100%o             100% 100%              100% 99%              100% 

Table A-6. Percentages of Selectees receiving their 1st, 2nd, or 3rd Choices of Directorate 

1st 
Choice 

2nd 
Choice 

3rd 
Choice 

Other Than 

Their Choice 

SFRP 

GSRP 

70% 

76% 

7% 

2% 

'3% 

2% 

20% 

20% 
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APPENDIX B - SRP EVALUATION RESPONSES 

1. OVERVIEW 

Evaluations were completed and returned to RDL by four groups at the completion of the SRP.  The 
number of respondents in each group is shown below. 

Table B-1. Total SRP Evaluations Received 

Evaluation Group Responses 

SFRP & GSRPs 275 

HSAPs 116 

USAF Laboratory Focal Points 109 

USAF Laboratory HSAP Mentors 54 

All groups indicate near-unanimous enthusiasm for the SRP experience. 

Typical comments from 1994 SRP associates are: 

"[The SRP was an] excellent opportunity to work in state-of-the-art facility with top-notch 
people." 

"[The SRP experience] enabled exposure to interesting scientific application problems; 
enhancement of knowledge and insight into 'real-world' problems." 

"[The SRP] was a great opportunity for resourceful and independent faculty [members] from 
small colleges to obtain research credentials." 

"The laboratory personnel I worked with are tremendous, both personally and scientifically. I 
cannot emphasize how wonderful they are." 

"The one-on-one relationship with my mentor and the hands on research experience improved 
[my] understanding of physics in addition to improving my library research skills. Very 
valuable for [both] college and career!" 

B-l 



Typical comments from laboratory focal points and mentors are: 

"This program [AFOSR - SFRP] has been a 'God Send' for us. Ties established with summer 
faculty have proven invaluable." 

"Program was excellent from our perspective. So much was accomplished that new options 
became viable " 

"This program managed to get around most of the red tape and 'BS' associated with most Air 
Force programs. Good Job!" 

'Great program for high school students to be introduced to the research environment. Highly 
educational for others [at laboratory]." 

This is an excellent program to introduce students to technology and give them a feel for 
[science/engineering] career fields. I view any return benefit to the government to be 'icing on 
the cake' and have usually benefitted." 

The summarized recommendations for program improvement from both associates and laboratory 
personnel are listed below (Note: basically the same as in previous years.) 

A. Better preparation on the labs' part prior to associates' arrival (i.e., office space, 
computer assets, clearly defined scope of work). 

B. Laboratory sponsor seminar presentations of work conducted by associates, and/or 
organized social functions for associates to collectively meet and share SRP 
experiences. 

C. Laboratory focal points collectively suggest more AFOSR allocated associate 
positions, so that more people may share in the experience. 

D. Associates collectively suggest higher stipends for SRP associates. 

E. Both HSAP Air Force laboratory mentors and associates would like the summer tour 
extended from the current 8 weeks to either 10 or 11 weeks; the groups state it takes 
4-6 weeks just to get high school students up-to-speed on what's going on at 
laboratory. (Note: this same arguement was used to raise the faculty and graduate 
student participation time a few years ago.) 

B-2 



2. 1994 USAF LABORATORY FOCAL POINT (LFP) EVALUATION RESPONSES 

The summarized results listed below are from the 109 LFP evaluations received. 

1. LFP evaluations received and associate preferences: 

Table B-2. Air Force LFP Evaluation Responses (By Type) 

How Manv Associates Would You Prefer To Get ?         (% Response) 
SFRP GSRP (w/Univ Professor) GSRP (w/o Univ Professor) 

Lab Evals 
Recv'd 

0 1          2        3+ 0          12        3+ 0          12          3+ 

AEDC 10 30 50         0        20 50        40         0         10 40        60         0           0 
AL 44 34 50         6         9 54        34         12         0 56        31         12          0 
FJSRL 3 33 33         33        0 67        33         0          0 33        67         0           0 
PL 14 28 43        28        0 57         21         21          0 71         28         0           0 
RL 3 67         0         0 67          0          33          0 100        0          0           0 
WHMC 1 0 0         100        0 0         100         0          0 0         100         0           0 
WL 46 15 61         24        0 56        30         13         0 76         17          6           0 
Total 121 25% 43%     27%     4% 50%     37%     11%      1% 54%    43%     3%       0% 

LFP Evaluation Summary. The summarized repsonses. by laboratory, are listed on the following 
page. LFPs were asked to rate the following questions on a scale from 1 (below average) to 5 (above 
average). 

2. LFPs involved in SRP associate application evaluation process: 
a. Time available for evaluation of applications: 
b. Adequacy of applications for selection process: 

3. Value of orientation trips: 
4. Length of research tour: 
5 a. Benefits of associate's work to laboratory: 

b. Benefits of associate's work to Air Force: 
6. a. Enhancement of research qualifications for LFP and staff: 

b. Enhancement of research qualifications for SFRP associate: 
c. Enhancement of research qualifications for GSRP associate: 

7. a. Enhancement of knowledge for LFP and staff: 
b. Enhancement of knowledge for SFRP associate: 
c. Enhancement of knowledge for GSRP associate: 

8. Value of Air Force and university links: 
9. Potential for future collaboration: 
10. a. Your working relationship with SFRP: 

b. Your working relationship with GSRP: 
11. Expenditure of your time worthwhile: 

(Continued on next page) 
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12. Quality of program literature for associate: 
13. a. Quality of RDL's communications with you: 

b. Quality of RDL's communications with associates: 
14. Overall assessment of SRP: 

Laboratory Focal Point Reponses to above questions 
AEDC AL FJSRL PL RL WHMC 

1 
WL 

= Evals Recv 'd 10 32 3 14 46 
Oaestion # 

2 90 % 62% 100% 64% 100% 100% 83% 
2a 3.5 3.5 4.7 4.4 4.0 4.0 3.7 
2b 4.0 3.8 4.0 4.3 4.3 4.0 3.9 -^ 
j 4.2 3.6 4.3 3.8 4.7 4.0 4.0 
4 3.8 3.9 4.0 4.2 4.3 NO ENTRY 4.0 
5a 4.1 4.4 4.7 4.9 4.3 3.0 4.6 
5b 4.0 4.2 4.7 4.7 4.3 3.0 4.5 
6a 3.6 4.1 3.7 4.5 4.3 3.0 4.1 
6b 3.6 4.0 4.0 4.4 4.7 3.0 4.2 
6c 4.2 4.0 4.5 4.5 3.0 4.2 
7a 3.9 4.3 4.0 4.6 4.0 3.0 4.2 
7b 4.1 4.3 4.3 4.6 4.7 3.0 4.3 
7c 4.1 4.5 4.5 4.5 5.0 4.3 
8 4.2 4.3 5.0 4.9 4.3 5.0 4.7 
9 3.8 4.1 4.7 5.0 4.7 5.0 4.6 

10a 4.6 4.5 5.0 4.9 4.7 5.0 4.7 
10b 4.3 4.2 5.0 4.3 5.0 5.0 4.5 
11 4.1 4.5 4.3 4.9 4.7 4.0 4.4 
12 4.1 3.9 4.0 4.4 4.7 3.0 4.1 
13a 3.8 2.9 4.0 4.0 4.7 3.0 3.6 
13b 3.8 2.9 4.0 4.3 4.7 3.0 3.8 
14 4.5 4.4 5.0 4.9 4.7 4.0 4.5 
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3. 1994 SFRP & GSRP EVALUATION RESPONSES 

The summarized results listed below are from the 275 SFRP/GSRP evaluations received. 

Associates were asked to rate the following questions on a scale from 
1 (below average) to 5 (above average) 

1. The match between the laboratories research and your field: 4.6 

2. Your working relationship with your LFP: 4.8 

3. Enhancement of your academic qualifications: 4.4 

4. Enhancement of your research qualifications: 4.5 

5. Lab readiness for you: LFP, task, plan: 4.3 

6. Lab readiness for you: equipment, supplies, facilities: 4.1 

7. Lab resources: 4.3 

8. Lab research and administrative support: 4.5 

9. Adequacy of brochure and associate handbook: 4.3 

10. RDL communications with you: 4.3 

11. Overall payment procedures: 3.8 

12. Overall assessment of the SRP: 4.7 

13. a. Would you apply again? Yes:     85% 
b. Will you continue this or related research? Yes:     95% 

14. Was length of your tour satisfactory? Yes:     86% 

15. Percentage of associates who engaged in: 

0 a. Seminar presentation: 52% 
b. Technical meetings: 32% 
c. Social functions: 03% 
d. Other 01% 
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16. Percentage of associates who experienced difficulties in: 

a. Finding housing: 12% 
b. Check Cashing: 03% 

17. Where did you stay during your SRP tour9 

a. At Home: 20% 
b. With Friend: 06% 
c. On Local Economy: 47% 
d. Base Quarters: 10% 

THIS SECTION FACULTY ONLY: 

18. Were graduate students working with you7 Yes:     23% 

19. Would you bring graduate students next year9 Yes:     56% 

20. Value of orientation visit: 

Essential: 29% 
Convenient: 20% 
Not Worth C o st: 01 % 
Not Used: 34% 

TfflS SECTION GRADUATE STUDENTS ONLY: 

21. Who did you work with: 

University Professor: 1 g% 
Laboratory Scientist: 54% 
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4. 1994 USAF LABORATORY HSAP MENTOR EVALUATION RESPONSES 

The summarized results listed below are from the 54 mentor evaluations received. 

Mentor apprentice preferences: 

Table B-3. Air Force Mentor Responses 
How Many Apprentices Would 

You Prefer To Get ? 
HSAP Apprentices Preferred 

Laboratory UEvals 
Recv'd 

0           1          2           3+ 

AEDC 6 0          100        0            0 
AL 17 29         47         6            18 
PL 9 22         78         0            0 
RL 4 25         75         0            0 
WL 18 22         55        17           6 
Total 54 20%     71%     5%        5% 

Mentors were asked to rate the following questions on a scale from 
1 (below average) to 5 (above average) 

2. Mentors involved in SRP apprentice application evaluation process: 
a. Time available for evaluation of applications: 
b. Adequacy of applications for selection process: 

3. Laboratory's preparation for apprentice: 
4. Mentor's preparation for apprentice: 
5. Length of research tour: 
6. Benefits of apprentice's work to U.S. Air force: 
7. Enhancement of academic qualifications for apprentice: 
8. Enhancement of research skills for apprentice: 
9. Value of U.S. Air Force/high school links: 
10. Mentor's working relationship with apprentice: 
11. Expenditure of mentor's time worthwhile: 
12. Quality of program literature for apprentice: 
13. a. Quality of RDL's communications with mentors: 

b. Quality of RDL's communication with apprentices: 
14. Overall assessment of SRP: 
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AEDC AL PL RL WL 
#EvalsRea>'d 6 17 9 4 18 

Question # 
2 100% 76 % 56 % 75 % 61 % 

2a 4.2 4.0 3.1 3.7 3.5 
2b 4.0 4.5 4.0 4.0 3.8 
3 4.3 3.8 3.9 3.8 3.8 
4 4.5 3.7 3.4 4.2 3.9 
5 3.5 4.1 3.1 3.7 3.6 
6 4.3 3.9 4.0 4.0 4.2 
7 4.0 4.4 4.3 4.2 3.9 
8 4.7 4.4 4.4 4.2 4.0 
9 4.7 4.2 3.7 4.5 4.0 
10 4.7 4.5 4.4 4.5 4.2 
11 4.8 43 4.0 4.5 4.1 
12 4.2 4.1 4.1 4.8 3.4 

13a 3.5 3.9 3.7 4.0 3.1 
13b 4.0 4.1 3.4 40 3.5 
14 4.3 4.5 3.8 4.5 4.1 
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5. 1994 HSAP EVALUATION RESPONSES 

The summarized results listed below are from the 116 HSAP evaluations received. 

HSAP apprentices were asked to rate the following questions on a scale from 
1 (below average) to 5 (above average) 

1. Match of lab research to you interest: 3.9 

2. Apprentices working relationship with their mentor and other lab scientists: 4.6 

3. Enhancement of your academic qualifications: 4.4 

4. Enhancement of your research qualifications: 4.1 

5. Lab readiness for you: mentor, task, work plan 3.7 

6. Lab readiness for you: equipment supplies facilities 4.3 

7. Lab resources: availability 4.3 

8. Lab research and administrative support: 4.4 

9. Adequacy of RDL's apprentice handbook and administrative materials: 4.0 

10. Responsiveness of RDL's communications: 3.5 

11. Overall payment procedures: 3.3 

12. Overall assessment of SRP value to you: 4.5 

13. Would you apply again next year9 Yes:     88% 

14. Was length of SRP tour satisfactory'7 Yes:     78% 

15. Percentages of apprentices who engaged in: 

a. Seminar presentation: 48% 
b. Technical meetings: 23% 
c. Social functions: 18% 
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INVESTIGATIONS OF ELECTRON INTERACTIONS WITH MOLECULES: 
ELECTRON ATTACHMENT AND ELECTRON DETACHMENT REACTIONS OF HALOGENATED 

MOLECULES 

Jane M. Van Doren Albert D. Kowalak 

ABSTRACT 

Reactions of electrons with a variety of halogenated molecules were explored using a Flowing 

Afterglow Langmuir Probe and mass spectrometer. Electron attachment to octafluorotoluene, 

pentafluorobenzonitrile, pentafluoroacetophenone, trifluorotolunitrile, and pentafluoropyridine results in 

the formation of a parent anion only, i.e., the association product is formed. Rate coefficients for electron 

attachment to these molecules indicate that these reactions are generally efficient (at 300K, 

k(octafluorotoluene) = 2.1 x 10 cm3 s"1, k(pentafluorobenzonitrile) > 2.3 x 10 cm3 s~1, 

k(pentafluoropyridine ) = 1.8 x 10 cm3 s"1). In two cases, reactions of octafluorotoluene and 

pentafluoropyridine, the anion formed is observed to detach electrons under our experimental 

conditions. Analysis of these data assuming that detachment is thermally controlled, indicates that the 

electron affinities of octafluorotoluene and pentafluoropyridine are < 1 eV.   Chloroacetonitrile and 

pentafluorobenzene react with electrons to form ions which are fragments of the parent, i.e., dissociative 

attachment products. Attachment to chloroacetonitrile forming Cl" is relatively efficient, k = 4 x 10 cm3 s"1 

at 300K and becomes increasingly more efficient as temperature is increased. Electron attachment to 

pentafluorobenzene appears to form at least two products arising from attachment followed by loss of an H 

atom and attachment followed by loss of a HF molecule. Work has begun on an analytical strategy to 

extend the range of molecules one can study with the Flowing Afterglow Langmuir Probe technique. 

20-2 



INVESTIGATIONS OF ELECTRON INTERACTIONS WITH MOLECULES: 
ELECTRON ATTACHMENT AND ELECTRON DETACHMENT REACTIONS OF HALOGENATED 

MOLECULES 

Jane M. Van Doren Albert D. Kowalak 

Introduction 

The interactions of electrons with molecules play important roles in many systems including 

electronics, biochemistry and atmospheric chemistry. One important area of research is the investigation 

of reactions which chemically transform electrons to negative ions. Such reactions play central roles in the 

production of ions in the atmosphere, determination of the atmospheric lifetime of neutral (reactant) 

molecules and the evolution of natural and man-made plasmas. The Air Force research program has 

contributed to our understanding of many of these processes. In recent years, the Air Force emphasis 

has been on plasma evolution and to a lessor extent, atmospheric lifetimes of trace species. 

Information on interactions between electrons and molecules is relatively scarce, reflecting the 

difficulty in both experimentally probing electron-molecule interactions and interpreting the results of such 

probes. The Flowing Afterglow Langmuir Probe (FALP) Technique is a versatile technique which allows 

investigation of a wide range of electron-molecule reactions at low collision energies, providing 

quantitative values for electron attachment rate coefficients. Coupling the FALP with a mass spectrometer 
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allows product identification which is especially important for reactions in which more than one reaction 

pathway is thermochemically allowed or in which the products formed change with temperature. In a small 

number of reactions, two different product ions are formed. In this case, the mass spectrometer enables 

one to determine the product branching fraction or relative rate coefficient for each product channel. The 

experiments reported and discussed in this report were performed with the FALP with mass spectrometer 

detection available at the Phillips Laboratory. This analytical research instrument is one of only three such 

systems in the world. 

The experiments discussed below focussed on reactions of electrons with a variety of 

halogenated molecules. We chose to study these systems because data in the literature indicates that 

introduction of halogen atoms into a molecule can result in the stabilization of the parent negative ion. 

Species which can form stable anionic products upon addition of an electron can potentially do so 

efficiently.   Our investigations attempt to reveal some of the important chemical features which result in 

efficient electron attachment and to provide information about the relative stability of the product ions. 

Finally, in the process of our investigations, new applications of this experimental technique and new 

analytical strategies were probed. 

Experimental 

The Flowing Afterglow Langmuir Probe Technique (FALP) utilizes a Langmuir probe which 

measures electron density. In our experiment, a plasma is created by a microwave discharge in Helium (~1 

torr). A small flow of Argon is introduced downstream of the discharge to eliminate the small fraction of 

helium metastable species formed. The electrons and positive ions in the plasma are carried down the 

length of the flow tube by a fast laminar flow of buffer gas. The electron density may be measured at any 

point along the length of the reaction flow tube with a moveable Langmuir Probe.   Neutral reactants are 

added through a radial inlet downstream of the plasma. Ionic products of electron attachment reactions 

may be identified with a quadrupole mass spectrometer which is located at the downstream end of the flow 

tube and separated from the relatively high pressure tube by a small orifice. Most of the fast flowing gas is 
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pumped by a large roots blower and mechanical pumping system. A schematic of the instrument may be 

found in Figure 1. 

A rate coefficient for electron attachment is determined from the relative decrease in electron 

density with reaction distance (which is proportional to reaction time in this "steady-state" experiment). 

The observed electron loss in the presence of an attaching gas is determined by diffusive loss to the flow 

tube walls and reactive loss from reaction with the reactant neutral. These loss rates are coupled. 

Therefore, loss by ambipolar diffusion is evaluated separately by monitoring the electron density as a 

function of distance in the absence of an attaching gas. Using this diffusion rate and the observed 

electron loss in the presence of an attaching gas, one numerically solves the equation as given by Smith 

and Spanel1 for the electron attachment rate coefficient. 

Results and Discussion 

Most of the molecules investigated react with electrons by associative attachment, where the 

product ion is the anion of the reactant molecule. Other molecules were found to react with electrons by 

dissociative attachment, where the product ion is a fragment of the reactant molecule.   Rate coefficients 

were determined and product ions identified for most of the reactions studied. The effect of temperature 

on the rate coefficient and product ions formed was evaluated for several systems.   For associative 

detachment reactions, pressure dependences of the rate coefficient for attachment were evaluated. In 

some systems, subsequent detachment of electrons from the product ions formed was also observed. 

Preliminary analysis and discussion of this process is discussed below. Finally, several of the compounds 

investigated had either low vapor pressures or were highly reactive. These qualities make determination 

of electron attachment rate coefficients difficult. Following the lead of Smith et at.,2 we have begun 

developing an analytical procedure for determining rate coefficients under these conditions. 
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Associative Attachment Reactions forming stable negative ions at 300K. 

Octafluorotoluene, pentafluoropyridine, pentafluorobenzonitrile, pentafluoroacetophenone, 

trifluorotolunitrile all react with thermal electrons at 300K by associative attachment as evidenced by the 

mass spectra (see for example, Figure 2), i.e., only the parent negative ion is formed. 

Electron attachment to octafluorotoluene and pentafluoropyridine was found to be very efficient 

with rate coefficients of 2.1 x 10"7 cm3 s"1 and 2.1 x 10"7 cm3 s"1, respectively.   Reaction of electrons 

with pentafluorobenzonitrile and pentafluoroacetophenone is also efficient.   Accurate determination of 

the rate coefficient for electron attachment for these compounds proved difficult because the measured 

value appeared to depend on the length of time the reactant had been flowing in the inlet line 

(distinguished from the time for reaction with electrons in the flow tube). Such behavior, discussed further 

below, is indicative of species which can and do react with trace species adsorbed on the inlet walls or 

react with the inlet walls themselves. 

An estimate of the electron attachment rate coefficient can be obtained for such systems by 

monitoring the observed rate coefficient as a function of time the vapor has been flowing in the inlet lines 

(see for example, Figure 3). In general the flow of the reactant is reduced from the value measured at the 

flowmeter by reactions with the inlet walls. At long times, reaction will be complete or will reach equilibrium 

and the neutral reactant flow will be equal to the value measured by the flowmeter. Therefore, the value 

obtained at long times should provide a lower limit to the true rate coefficient. This explanation appears to 

be supported by the data obtained for pentafluorobenzonitrile. Using the time dependence of the 

observed rate coefficient we estimate that the true electron attachment rate coefficient is > 2.3 x 10"7 cm3 

s"1.   In contrast, the measured rate coefficient for electron attachment to pentafluoroacetophenone did 

not appear to reach a maximum value over the time measured. At this point we are unsure of the 

implications of these measurements. We are currently developing an analytical procedure which would 

allow simultaneous neutral concentration and electron attachment rate coefficient determination (see 

below.)   No rate coefficient was measured for electron attachment to trifluorotolunitrile because of the 

very low vapor pressure of this compound. 
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Figure 2. Mass spectrum obtained upon addition of octafluorotoluene to the reaction flow tube. 
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Figure 3. Observed electron attachment rate coefficient as a function of time the pentafluorobenzonitrile 
vapor has been flowing in the inlet lines . 
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Interpretation of the measured electron attachment rate coefficient for reactions forming an 

association product requires an understanding of the reaction mechanism. The initial association product 

is highly excited and has enough energy to detach the electron. 

ka 

X + e-   <?=>   X-* 
kd 

ecke 

X-*+He => X- 

The bimolecular rate coefficient for association is given by ka while the unimolecular rate coefficient for 

detachment of the electron from the energetically excited association product is given by kd. Only those 

excited association products which undergo an inelastic collision with the surrounding molecules (typically 

He at pressure of 1 torr) to lose energy and form a stable (bound) negative ion result in reaction, or loss of 

electrons as measured in our millisecond time scale experiment. Assuming the the concentration of [X"*] 

is in a steady state, we find 

d[e- ]/dt = - ka[X}[e] {1 - kd/fa + akdHe])} 

In the high pressure limit, the rate of electron loss is independent of the pressure of collision gas He and 

depends only on the initial association rate coefficient. In this case, the measured rate coefficient would 

be equal to the association rate coefficient. We have measured the rate coefficient for electron 

attachment to octafluorotoluene and pentafluoropyridine as a function of flow tube (collision gas) pressure 

and found the observed attachment rate coefficients are independent of this parameter. Therefore, in the 

cases of octafluorotoluene and pentafluoropyridine the measured rate coefficients are a direct measure of 

the association rate coefficients. Similar studies must be performed for the reactions of the other 

associatively attaching species. 

Associative Attachment Reactions followed by Electron Detachment 

Weakly bound anions can detach in the reaction flow tube. When anions initially formed by 

attachment of electrons subsequently detach, the observed loss of electrons due to the presence of an 
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attaching gas decreases. In our steady-state flow reactor, this appears as a positive deviation from the 

electron density expected in the presence of a single well-behaved attaching gas. This deviation is most 

pronounced at longer distances because at those distances a substantial number of anions (which can 

detach) are present (see for example, Figure 4). 

We observed evidence of electron detachment in the reactions of pentafluoropyridine (at 

temperature T > 465K) and octafluorotoluene (T>510K).   The only product ion observed in both 

reactions is the parent anion, the anion formed from associative attachment. In such cases, we can 

analyze the electron density data quantitatively to find values for the electron attachment and detachment 

rate coefficients. Specifically, we fit the observed loss of electrons with distance with values for the 

attachment and detachment rate coefficients assuming that electrons are lost by attachment and diffusion 

and "gained" by detachment. It is important to note that the constraints are provided by the stipulation that 

negative ions do not diffuse and that the sum of electrons plus negative ions must equal the number of 

positive ions at all times. As in our attachment rate coefficient analysis, the diffusion rate is not a variable 

but is determined in a separate experiment in which the attaching gas is not present. The recognition that 

these rate coefficients could be evaluated and the procedure discussed above was recently presented by 

Miller et al.3 Electron attachment attachment and detachment rate coefficients for pentafluoropyridine and 

octafluorotoluene as a function of temperature are presented in Figures 5 and 6. 

Interpretation of the observed rate coefficients requires an understanding of the mechanism of 

detachment. If the observed detachment is truly a thermal process the relative values of the rate 

coefficients, ka/kd, is a measure of the equilibrium constant K as defined by 

ka 

X + e-   <=>   X-       , where ka/k<i = K 
kd 

Such an analysis was presented by Miller et al.3 This equilibrium constant is related to the exoergicity of 

electron attachment by: In K = - AG/RT, or as a function of temperature, d(lnK)/d(1/T) =- AH/R. For 

electron attachment reactions the exothermicity of reaction is approximately equal to the electron affinity 

of the neutral molecule X. Therefore, by plotting the relative rate coefficients obtained as a function of 
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ELECTRON DETACHMENT WAS OBSERVED AT 
TEMPERATURES > 510 K 
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Figure 4. Electron density versus reaction distance when electrons are lost by diffusion only, lost by 
attachment to an attaching gas and by diffusion, and lost by attachment to an attaching gas and by 

diffusion but gained by detachment of negative ions. 
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1/T, a van't Hoff plot, we can determine the electron affinity. In principle the intercept of this plot should 

give the entropy of reaction. For our limited temperature range, this value will not be accurate. Analyzing 

our data for pentafluoropyridine and octafluorotoluene in this way, Figures 5 and 6, we obtained values of 

0.83 eV and 0.72 eV, respectively.  These values compare favorably with values estimated from the ion- 

molecule charge transfer measurements by Kebarle and coworkers (see Kebarle and Chowdhury4) who 

found values of 0.68 eV for pentafluoropyridine4 and 0.83 eV for octafluorotoluene. 5 It is important to 

note that the relative electron affinity values for these two molecules obtained with our electron 

attachment-detachment data differ from those of Kebarle and coworkers by sign. We suggest that this 

difference arises from the lack of precision of our values; the experiment of Kebarle and coworkers directly 

monitors relative rates of electron transfer. 

In order to determine whether this analysis is appropriate, we began exploring the implications of 

different microscopic mechanisms for electron detachment. As with associative attachment, such an 

interpretation as presented above, requires that the rate coefficients measured are pressure 

independent.   Preliminary data on attachment and detachment to octafluorotoluene showed no pressure 

dependence. However, we found a pressure dependence for the rate coefficients for electron 

attachment to C-C4F8 and detachment from C-C4F8, a system previously investigated by Miller et al.3 

Interpretation of this pressure dependence was not straight forward. Extensive studies must be 

performed which quantitatively probe the effects of pressure, temperature, reactant neutral flow rate, 

electron temperature, and reaction time dependence. 

Dissociative Attachment Reactions 

Chloroacetonitrile and pentafluorobenzene react with thermal electrons at 300K dissociatively. 

Only one dissociative product channel is operative in the reaction of electrons with chloroacetonitrile while 

it appears that at least 2 product channels are operative in the reaction with pentafluorobenzene, i.e., two 

different product ions are formed in the reaction. 

Chloroacetonitrile (CICH2CN) attaches electrons dissociatively to form CI" over the full temperature 

range studied (295-556K). While the thermochemistry of chloroacetonitrile is not well established, 
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Figure 5. (a) Electron attachment rate coefficient for reaction with pentafluoropyridine as a function of 
temperature (b) Electron detachment rate coefficient as a function of temperature (c) Equilibrium constant 

for electron attachment and detachment as defined in the text. 
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estimates6 of the heat of formation of CICH2CN indicate that formation of CI" + CH2CN is the only 

exothermic (and exoergic) dissociative reaction channel possible with AHrxn ~ -68 kJ mol"1. No 

information is available on the electron affinity of chloroacetonitrile so that we cannot assign an enthalpy 

for associative attachment. 

The rate coefficient for electron attachment to chloroacetonitrile is moderate at 295K, 4 x 10"8 

cm3 s_1, and increases rapidly to 1 x 10"7 cm3 s_1 at 556K. Since the reaction is exoergic, we presume that 

the positive temperature dependence arises from an activation barrier to dissociative attachment. A 

simple Arrhenius analysis of this temperature dependence, gives a pre-exponential of 2.4 x 10-7 cm3 s"1 

and an activation energy for this exothermic process of -5 kJ mol"1. In this model, the pre-exponential 

factor can be considered a collision rate coefficient of sorts. Interestingly, this experimental "collision rate 

coefficient" is approximately the value estimated using the Klots approximation for the true collision rate 

coefficient.   Despite the appeal of this simple analysis, it is probably not appropriate; the Arrhenius plot of 

Ink vs. 1/T is not linear over our experimental temperature range. The problem with this simple analysis is 

that it assumes a single rate limiting and. temperature dependent process is occurring. Based on current 

understanding for electron attachment reactions, we presume that the parent negative ion is formed 

initially, independent of what product channel is observed, although the state of the parent negative ion 

cannot be assigned. In other words, the mechanism for dissociative electron attachment to 

chloroacetonitrile forming Cl" + CH2CN can be described by: 

e + CICH2CN + M => [CICH2CN-]* + M    , where M is a collision partner (=He in our experiment) 

Cr + CH2CN 

The temperature dependence observed, therefore, combines the dependence of both the associative 

electron attachment process and the subsequent unimolecular decomposition of the internally excited 

negative ion. 

Pentafluorobenzene reacts with electrons at 300K dissociatively. Major peaks in the mass 

spectrum were at m/e = 98, 148, 167, and 184. Investigation of the peak height dependence on reactant 
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neutral flow rate indicates that the m/e 184 peak arises from secondary ion-molecule reactions of the 

primary products. The other three peaks arise principly from electron attachment.  The anions with m/e = 

167 and 148 correspond to attachment of an electron with loss of an H atom and a HF molecule 

respectively.   Loss of HF upon addition of an electron is analogous to the reaction of benzene with O" 

forming the benzyne radical anion.7 We believe this is the first observation of the C6F4" anion. The 

anion formed from electron attachment followed by hydrogen loss has been observed in several other 

experiments but it's source was not pentafluorobenzene, as in our experiments. We do not currently 

have a hypothesis as to the structure of the anion observed with m/e 98. Based on our peak height 

versus flow rate analysis, the positive ion spectrum, and the structure of our reactant, we suggest that this 

anion is formed from an impurity in our pentafluorobenzene sample. Further work is needed to support 

the product identifications proposed and to quantify the electron attachment rate coefficient. 

Other Reactions Studied 

We investigated the reaction of electrons with hexafluoropropyleneoxide and CIF.   However, 

uncertainties as to the purity of these species combined with the complicated mass spectra observed 

made interpretation of these data impossible. It is interesting to note that an anion was observed at the 

m/e corresponding to the parent ion of hexafluoropropyleneoxide which would indicate that the parent 

ion is bound, i.e., it has a positive electron affinity. 

Development of an Experimental Procedure and Analytical Strategy for Highly Reactive and Low Vapor 
Pressure Compounds 

As discussed above, it is often difficult to accurately monitor the flow rate of compounds into the 

flow tube. Both species which are highly reactive and those with low vapor pressures pose such 

problems. In the case of highly reactive species we have estimated rate coefficients by extrapolating the 

measured rate coefficients as a function of the length of time the reactant neutral vapor had been flowing 

in the inlet lines. Such a procedure not only takes experimental time and wastes resources; it is not a 

satisfactory solution. Following the lead of Smith et al.2 we decided to probe the utility of using a 
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combination of second order kinetics and pseudo first order kinetics to solve for both the reactions rate 

coefficient and the neutral reactant flow rate. 

The procedure involves measuring the electron loss with distance under conditions where the 

reactant neutral is in excess (pseudo first order kinetics) and under conditions were the reactant neutral 

and electron densities are similar (second order kinetics). These two experiments must use the same 

neutral flow rate, i.e., the electron density must be changed between experiments and the experiments 

must be performed on a time scale short, as compared with the drift in flow rate observed.  Analysis of the 

data obtained should lead to accurate and unambiguous values for both the electron attachment rate 

coefficient and the reactant neutral flow rate. 

Application of this procedure is complicated by the experimentally and theoretically limited ability 

to vary electron density over a wide range of values. Furthermore, analysis depends on the resolution of 

differences between the first and second order kinetics data and these differences are generally small. 

Finally, an accurate analysis critically depends on an accurate measure of the diffusion rate which can 

change significantly in the presence of a high mass attaching gas. 

We have analyzed data for electron attachment to several of our reactive/low vapor pressure 

compounds but are not convinced of the uniqueness of our rate coefficient and neutral concentration 

values. For comparison, we obtained data under the prescribed conditions for well-behaved electron 

attaching reactants and are currently analyzing these data. We hope to better define experimental 

parameters which will lead to unique, accurate and precise determinations of the attachment rate 

coefficient and the neutral reactant flow. 

Conclusions and Suggestions for Future Research 

Halogenated aromatic molecules tend to form stable parent negative ions upon reaction with low 

energy electrons and many do so efficiently. Of the aromatic species studied, only pentafluorobenzene 

reacts with electrons dissociatively rather than associatively. It is likely that in this case, the associative 

product anion is not bound. Dissociative electron attachment was also observed in the reaction with 

chloroacetonitrile. Despite the exothermicity of this reaction, the efficiency for electron attachment 
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increases with increasing temperature suggesting that at least one aspect of the dissociative attachment 

process involves an activation barrier. 

Weakly bound anions may undergo electron detachment. Electron detachment from the anion of 

octafluorotoluene (for T> 51 OK) and pentafluoropyridine (T> 465K) was observed. We have used the 

data obtained to quantify the relative rates of electron attachment and detachment. However, further work 

is needed to understand the fundamental meaning of these values. 

Finally, development of an analytical method to facilitate accurate determinations for highly 

reactive species and low vapor pressure species has been initiated. Such a method will greatly increase 

the range of species which may be studied with this otherwise very versatile technique. 

Future work will focus on completing comprehensive investigations of each reaction, including 

temperature and pressure dependence studies of the electron attachment rate coefficients. Extensive 

studies will probe the mechanism of electron detachment observed in our experiment.   These studies will 

involve the systematic variation of pressure, temperature, reactant neutral flow rate, electron temperature, 

and reaction time dependence. To further our chemical insight into electron attachment reactions we will 

investigate electron attachment to molecules chemically similar to those investigated to date. These data 

will help to further reveal the influence of chemical structure on the electron attachment process.   Finally, 

we will make both experimental design changes and procedural changes in order to facilitate the 

determination of electron detachment rate coefficients to highly reactive and low vapor pressure species. 
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Abstract 

Ionospheric tomography uses total electron content (TEC) data 

obtained from a series of ground-based receivers and orbiting beacon 

satellites to determine the corresponding ionospheric electron density. 

The geometry of this technique does yield enough information to uniquely 

determine the ionospheric electron density unless additional information 

or assumptions are utilized. In this work a solution technique that can 

utilize both ionospheric model information and an entropy weighting for 

variations of potential solutions from a given model ionosphere has been 

developed. Results from both simulated and actual TEC data have yielded 

reconstructions that closely match the associated electron densities. 
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Ionospheric Tomography Using a Model-Based Transformation 

Maximum Entropy Technique 

Walter S. Kuklinski 

Introduction 

The application of tomographic techniques to the problem of determining ionospheric 

electron densities from TEC data, obtained from a series of ground-based receivers and 

orbiting beacon satellies, has created the possibility of wide-scale, low-cost ionospheric 

monitoring. The geometrical constraints imposed by the ground-based receiver and orbiting 

beacon satellite technique provides TEC data that contains limited information about the 

variation of electron density with altitude. One problem that all present ionospheric 

tomography   methods [1] attempt to   solve, is the multifaceted trade-off between determining 

what additional assumed characteristics of the ionospheric electron density will yield a unique 

ionospheric reconstruction; the degree to which that reconstruction closely approximates the 

actual electron density; the degree to which the assumed characteristics of the ionospheric 

electron density modify aspects of the reconstructed electron density that in fact are uniquely 

determined by the available TEC data; and the computational complexity of the resulting 

reconstruction algorithm. Two specific aspects of this problem have been addressed in detail 

however, and form the basis of the ionospheric tomography algorithm presented here. 

Raymund et al. [2] present an ionospheric tomography algorithm that assures a solution that 

is consistent with the TEC data and preserves all aspects of the reconstructed electron density 

that are uniquely determined by the available TEC data. Fougere [3] has presented a maximum 

entropy based ionospheric tomography algorithm that yields unique reconstructions using a 

limited set of assumptions about the ionospheric electron density. The specifics of these 

techniques will be reviewed and a new class of model based maximum entropy ionospheric 

reconstruction algorithms will be presented. Initial results obtained using this method will be 

presented along with suggestions for futher research. 
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Algorithm   Development 

The relationship between TEC data and electron density is assumed to be linear and 

described as: 

£=Ax (1) 

Where c_ is an (n x1) vector of TEC data, x. is an (k x 1) vector of electron density data, and A 

an (n x k) matrix with elements that are the lengths of the rays paths for the ntn TEC 

measurement through the kth cell of the electron density array. In a typical case n < k , ie. 

there are fewer measurements that electron density values, yielding an under-determined 

system that may not have a unique solution. Even if more measurements were available, the 

geometry limits the number of independent measurements such that the rank of A is always 

less than m, precluding a direct unique solution for c_. 

The solution method proposed by Raymund el al. [2] utilized the matrices PN and PN-L 

which represent projections into the nullity of A and the orthocomplement of the nullity of A 

respectively. These matrices can be determined via a singular value decomposition of A, and 

can also be used to compute a pseudo-inverse A+ that satisfies: 

PN1* = A+C (2) 

The pseudo-inverse can be used to obtain a set of unique solutions each of which exactly 

satisfies the TEC data as : 

x   =  A+ e_ +  PN x (3) 

Since the contribution to the solution from the second term is from the nullspace of A and is 

unobservable from the measurements, it provides the mechansism to generate unique 

solutions that exaclty satisfy the TEC data. To produce a specific solution additional constraints 

must be specified. Raymund et al. [2] utilized a set of model electron densities and required 

that; x satisfy (3); be of minimum norm; and be a linear combination of the model electron 

densities. 
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A constraint that has also been used in ionospheric tomography, Fougere [3] as well as 

other image restoration problems, Gull and Daniels [4], is maximum entropy. In this method 

the entropy of the reconstruction defined as : 

H =   - (x/S)* * Log (x/S) (4) 

is maximized. In this formulation Log ( ) represents an element by element operation 

yielding a (k x 1) vector, in a similar manner, division by the scalar S is an element by 

element operation also yielding an (k x 1) vector. The specific manner in which S is obtained 

has a significant effect or the objective function used in a subsequent optimization process. If 

the vector is normalized using the sum of its' elements, ie. assuming the vector is isomorphic 

with a probability density function, the resulting objective function does not have a unique 

maximum. The contour plot in the upper left hand panel of figure 1. shows contours of equal 

entropy for a two dimensional vector. As can be seen, any vector with equal elements has 

maximum entropy. Using a fixed constant S, in this example a model electron density m=[45 

5]* produced an S value of 50, rather than the sum of the vector elements produces a 

normalized entropy function. Contours of equal normalized entropy are shown in the upper 

right panel of figure 1. The normalized entropy has a unique maximum at xmaxent = [S/e S/e 

. . . S/e]* and could be used to obtain a unique reconstruction that is consistent with the 

measured TEC data by maximizing H* with respect to x, where H* is : 

Hx = -(Atc/S+  PN x/S)1 *log( At c/S+   PNx/S) (5) 

This would produce a reconstructed electron density that was as close to Xmaxent as the TEC 

data would allow. 

While this solution would utilize the model electron density, it would do so in a minimal 

way, that is only using the sum of the assumed individual electron density values, and in a 

manner that would bias the solution towards Xmaxent rather than a "mean" solution x^an = 

[S/k S/k . . . S/k]t. In the reconstruction algorithm developed here, the model electron 

density m is used to determine a transformation T{ x_}, that maps (kxl) solution vectors x, 

so that T{ m } = xmaxent.   The reconstruction is obtained by maximizing Hj with respect to 

x, where Hj(x) is : 
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HT(x) = -(T{At c /S +   PN x /S})* *log( T{At c /S +   PN x/S}) (6) 

The transformation T{ x ] is defined as : 

T{x} = x + x*xsi (7) 

where : 

i = (1/m.m.t) [ S/e-m-i   S/e -m2   .   .   .    S/e -mk ]* (8) 

The contour plot in the lower left hand panel of figure 1. shows contours of equal entropy for 

transformed two dimensional vectors using the sum of the vector as S, and a model electron 

density rn = [45 5]1. Using this value of S the transformation yields maximum entropy 

values for all vectors x = am . The contour plot in the lower right hand panel of figure 1 was 

produced using the same model electron density with S equal to 50, the sum of m. This 

transformation maps vectors such that a unique maximum exists at x = m_ . This 

transformation also allows variations in potential solution vectors proportional to the 

amplitude of those components in the model electron density, and tends to favor smooth 

solutions as indicated by the orientation of the equal entropy contours toward the diagonal as 

seen in the normalized transformed entropy  contour plot panel of figure 1. 

One drawback of a reconstruction algorithm based on the direct optimization of Hj/X\ 

with respect to x , is the possibility of the negative electron density values. The contours of 

high entropy in the region around m , seen in the normalized transformed entropy contour 

plot panel of figure 1, extend into the adjacent negative electron density region. The entire 

region around the assumed model electron density is mapped towards the maximum entropy 

point with no penalty for negative electron densities. Since any reasonable model electron 

density will have small or zero values, for example at the bottom or top of the ionosphere, 

some negative penalty or correction needs to be employed. In the algorithm presented here an 

iteratitive correction technique is used. 

The model electron density is considered an initial estimate of the solution since for 

cases where x = m,   maximizing   HT(x) with respect to x will yield exactly m. The negative 
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correction, Xj+i = P(xj), is performed by setting any negative values of the initial 

reconstruction to zero and using the resulting positive electron density as the model electron 

density for a subsequent reconstruction. This process is outlined in follows: 

1. Initialize model as : mo = m. 

2. Determine initial solution XQ via: Vx [HJ(XO)J  =    0 

3. Update solution via negative correction: x_-j =  P(xg) 

4. Done if: x-j = XQ 

5. If x.1 * xfj update model as : m.1 = *1 

6. Return to  2. where in general: 

Determine updated solution XJ via: ^x l^TUi)J  =   Q- 

In all cases this process converged within a few iterations to a consistent all positive electron 

density. 

Results 

The utility of the normalized transformed entropy reconstruction algorithm was 

determined using a set of simulated TEC data. These data sets where generated for a geometry 

with four recievers spaced at 10° latitude increments and a satellite passing directly overhead 

at an altitude of 1000 km. The ionosphere was represented using 30 equal divisions in latitude 

and, 8 divisions in altitude 100 km in thickness starting at 100 km altitude. The TEC data 

was obtained for 23 uniformly spaced satellite positions resulting in 92 measurements. The 

contour plots seen in figure 2. show, a simulated model electron density in the upper panel, 

along with a simulated electron density in the lower panel. The case shown here has two 

enhanced regions at altitude level 6, latitude locations 6 and 24 respectively. These 

enhancements are approximately twice the background electron density. To obtain these 

reconstructions a congujate-gradient method was used to solve the optimization represented in 

the solution of    Vx [HT(XJ)] =   fi. . 
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Contour plots of the pseudo-inverse and complete reconstruction for this case are seen 

in figure 3. Figures 4. and 5. are one dimensional line plots of the electron density (dashed 

line) and pseudo-inverse (solid line). In these plots each set of electron densities at a fixed 

altitude, starting the top of the ionosphere, is plotted vs increasing latitude. The algorithm 

was also tested using test case data from Raymund et al. [5]. The data consisted of TEC 

measurements, a model ionosphere and a corresponding incoherent radar scan. Figure 6. 

shows contour plots of the pseudo-inverse and the electron density measured via the 

incoherent radar scan in the upper and lower panels respectively. While figure 7. shows 

contour plots of the complete reconstruction and the electron density measured via the 

incoherent radar scan in the upper and lower panels respectively. 

Discussion 

The initial results obtained using the model based transformation technique presented 

here indicated the potential utility of this method for iononspheric tomography. Using both 

simulated and actual TEC data, restorations that closely approximated the corresponding 

electron densities where obtained. This was true ever for cases where the actual electron 

density had enhancements that where not indicated in any way by the models. The method 

utilized relative TEC data using the method outlined in [2], which modifies both the TEC 

measurements and the A matrix of equation (1) so as to allow the computation of both the 

electron density and TEC offsets. 

One significant improvement, that would be required before an operational tomographic 

reconstruction algorithm is derived from this method, is the inclusion of a method to allow 

for the possibility of noise in the TEC measurements . While the actual noise in the TEC 

measurements is quite small, temporal variations in the ionosphere during the satellite pass 

can produce inconsistencies in the TEC data that can be modeled as additive noise. The present 

reconstruction algorithm produces reconstructions that yield TEC data that exactly equal the 

observed TEC data. Maximizing Hj(x) with respect to x subject to the condition that the 

corresponding TEC data, c>< t satisfied: 

% - C  < e_ (9) 

where £_ is a vector of allowable TEC variations, would produce reconstructions that took this 

source of error into consideration. 
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Min-Chang Lee 
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Abstract 

We have conducted laboratory experiments with the Versatile Toroidal Facility (VTF) 

to investigate plasma turbulence, aimed at simulating the space plasma environment 

and cross-checking some space plasma experiments. Several students of mine including 

Dan Moriarty participated in the experiments. Dan Moriarty worked at the Geophysics 

Directorate of the Phillips Laboratory under the AFOSR sponsored Summer Graduate 

Student Research Program. VTF is a large plasma device which can generate magnetized 

plasmas with sharp density gradients and intense magnetic field-aligned currents. The 

VTF Plasmas have the key characteristics of the space plasmas, especially in the auroral 

region. Our experiments show that the VTF plasma turbulence is structured with both 

high-frequency and low-frequency wave modes. Such a plasma turbulence can be similarly 

produced by the sharp plasma density gradients and/or field-aligned currents in the 

ionospheric F region and in the topside ionosphere. The results of the VTF laboratory 

experiments are compared with those of the rocket experiments in space. We show that 

VTF can adequately simulate the naturally occurring plasma turbulence in the auroral 

ionosphere and complement the active plasma experiments in space. 
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Studies of Plasma Turbulence with the Versatile Toroidal Facility 

for Space Plasma Research 

1.   Introduction 

Our research group at MIT Plasma Fusion Center has been actively conducting both 

theoretical and experimental studies of space plasma physics. In early 1989, my coworker, 

Prof. Ronald R. Parker and I [Lee and Parker, 1989, a research proposal submitted to 

AFOSR for funding] proposed that a large plasma chamber be constructed at the Nabisco 

Laboratory of the Plasma Fusion Center for research and education purposes [Lee, 1989, 

a proposal submitted to MIT Undergraduate Education Office]. The proposed laboratory 

experiments are aimed at simulating the space plasma environment and cross-checking 

results of our ionospheric plasma heating experiments at Arecibo, Puerto Rico. The 

construction of a toroidal plasma device, known as the Versatile Toroidal Facility (VTF) 

began in the summer of 1989 with a moderate budget. 

Under the sponsorship of the Air Force Office of Scientific Research and the MIT 

Undergraduate Research Opportunities Program (UROP) office, the construction of VTF 

was made possible via two main sources. A majority of the construction materials 

such as the main toroidal field magnets, the poloidal field support structures, and the 

multi-megawatt power supplies were made available from discontinued fusion programs 

at the Oak Ridge National Laboratory (i.e., the ISX-B machine) and the MIT Plasma 

Fusion Center (i.e., the Tara Tandem Mirror mmachine). The second main resource was 

over 25 undergraduate and graduate students from various disciplines including physics, 

electrical, mechanical, chemical, and nuclear engineering. 

The characteristics of VTF are illustrated in Section 2, showing how VTF can 

appropriately simulate space plasma environments, especially those of the auroral region. 

Described in Section 3 are our laboratory experiments conducted to investigate space 

plasma turbulence and its effects on radio wave propagation. The VTF experimental 

results are discussed and compared with those of rocket experiments in Section 4. Finally, 

presented in Section 5 are discussions and conclusions. 

2.   Characteristics of VTF 
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The Versatile Toroidal Facility (VTF) has a large toroidal vacuum chamber with 

a major radius, minor radius, and height of 0.9 meters, 0.35 meters, and 1.1 meters, 

respectively. It has 18 electromagnets mounted around the chamber generating toroidal 

fields up to 0.5 Tesla. There are 48 access ports - 16 each on the side, top and bottom of 

the chamber - for plasma diagnostics as illustrated in Figures 1(a) and 1(b). 

Vertical magnetic fields up to 40 Gauss can be superimposed on the intense toroidal 

fields to form a helical magnetic field in the chamber [C. Yoo, M.S.Thesis, M.I.T., 1989]. 

The generation of helical magnetic fields serves two purposes: (1) to increase the plasma 

confinement time up to a mili-second, and (2) to guide electric currents flowing throughout 

the plasma chamber. 

VTF   can  produce  plasmas   by  either  injected  microwaves   or  electron  beams. 

Microwaves at a frequency of 2.45 GHz are injected from a 3 kW CW magnetron. 

Hydrogen, the typical fill gas, is leaked into VTF to a working pressure around 7 x 10 

Torr.   Steady state plasmas produced by the microwaves via ECRH can have a peak 

density on the order of 10   m. 

The VTF electron beam system may provide seconds-long plasmas with densities 

as high as ten times that of ECRH plasmas. The principal elements of the electron 

beam system are two LüBQ filaments installed at the bottom of the vacuum chamber. 

Each filament is heated to emit electrons that are subsequently accelerated by a 300 Volt 

potential applied between the filament and the vacuum chamber. Electrons flow upwards 

along the helical magnetic field producing field-aligned electric currents whose intensities 

can exceed 200 Amperes. 

The geometry and characteristics of the VTF plasmas are delineated in Figures 2(a) 

and 2(b). Schematically shown in Figure 2(a) is the injection of microwaves and electron 

beams into the VTF plasma chamber. The density profile of the VTF plasmas produced 

by microwaves is illustrated in Figure 2(b). The peak density occurs at the location 

where the frequency of the incident microwave approximately matches the upper hybrid 

resonance frequency. Also illustrated in Figure 2(b) are magnetic field intensity and 

fractional density fluctuations versus the major radius of VTF. The helical magnetic field 

whose intensity is approximately equal to the toroidal field varies inversely with the major 
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Figure 1(a). VTF vacuum chamber and side, top, and bottom ports. 

Figure i(b). VTF vacuum chamber, TF coils, and (side, top, and 
bottom) ports. 
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Figure 2(a) Injection of microwaves and electron beams into VTF; 
2(b) Density profile, magnetic field, and fractional density 

fluctuations in VTF. 
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radius. Large fractional density fluctuations (> 10%) appear at the edges of the plasma 

density profile resulting from various plasma instabilities driven by field-aligned electric 

currents and sharp density gradients, as discussed in Section 4. 

Several features of the VTF plasmas can reasonably simulate the space plasma 

environment. For instance, the turbulent auroral ionosphere is characterized by a sharp 

density gradient in the north-south direction and intense field-aligned electric currents. 

This auroral plasma condition can be simulated well by the VTF plasmas which have 

sharp density gradients in the radial direction and field-aligned electric currents in the 

azimuthal direction. The helical magnetic field of VTF is ideal for the studies of whistler 

waves that can interact with not only magnetospheric plasmas but also prominently with 

ionospheric plasmas [Lee and Kuo, 1984 (a) & (b); Groves et al., 1988; Liao et al., 1989; 

Dalkir et al., 1992]. 

3.   VTF Experiments 

Our laboratory experiments on plasma turbulence in VTF are aimed at investigating 

source mechanisms that cause the large fractional density fluctuations. The sharp density 

gradients and field-aligned electric currents are the potential sources of free energy 

generating plasma modes via instabilities. The excited plasma waves can be associated 

with intense density fluctuations. Because the VTF plasmas can simulate various space 

plasma environments, our investigation of VTF plasma turbulence is conducive to the 

understanding of space plasma turbulence. 

The scenario of our experiments is as follows. With a hydrogen gas fill pressure of 

7 x 10~~5 Torr, a toroidal magnetic field of 876 Gauss, 3 kW of microwaves at 2.45 GHz 

injected in the O-mode create a plasma with a peak density near 7 x 10iDm ° at the 

location where the upper hybrid resonance frequency matches the microwave frequency. 

A typical microwave (RF) produced plasma density profile is shown in Figure 3(a). An 

electron beam generated by the heated LCLBQ filament at the bottom of the chamber was 

accelerated by a potential of -300 V and guided by the helical magnetic field to form 

field-aligned currents flowing throughout the chamber. The electron beam can cause 

additional ionization, enhancing the plasma density by nearly a factor of ten. Figures 

3(b) and 3(c) show beam plasma densities for low and high currents, respectively. 
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Langmuir probes together with a spectrum analyzer were used to measure the excited 

plasma modes. Figure 4 provides a wideband view of all measurable modes in VTF with 

both the electron beam and microwaves as the plasma sources. We should point out that 

the excited modes have a broad range of frequencies up to about half of the electron 

gyrofrequency. Displayed in Figure 5 are the low frequency spectra of plasma modes 

corresponding to 3 cases wherein different electric currents ( 1=0, 15, 175 Amperes ) were 

carried by the electron beam in addition to the injected microwaves. The ion plasma 

frequency (fpi), the lower-hybrid resonance frequency (flh) and the ion gyrofrequency 

(fd) are marked in the figure, typically having values of 57 MHz, 40 MHz and 1.3 MHz 

respectively. 

There are good reasons for us to speculate that several mechanisms play dominant 

roles in generating the spectra of the plasma modes in different frequency regimes. These 

mechanisms may be driven by field-aligned currents and/or sharp density gradients. For 

convenience, we divide the frequency spectra shown in Figure 4 into three regions labelled 

as (I), (II), and (III). Our spectral measurements indicate that "low-frequency" modes in 

region (I) can be preferentially excited at locations where sharp density gradients exist. 

By contrast, the excitation of the "medium-frequency" modes in region (II) and the 

"high-frequency" modes in region (III) is not sensitive to the density gradients. Spectral 

measurements of excited modes at different locations across the plasma were made with 

a radially scanning electrostatic probe. These results corroborate our speculation that 

different mechanisms contribute additively to the excitation of plasma modes in different 

frequency regimes. 

In order to determine the dimensions of the field-aligned currents, measurements of 

plasma density profile across the magnetic field were made in both the radial and vertical 

directions. Plasma density along the magnetic field is uniform. The dimensions of the 

currents were estimated to be 0.25 meters (radial direction) by 0.05 meters (vertical 

direction) at the location of a Langmuir probe. This information will be used in the next 

section to examine source mechanisms that generate the turbulent VTF plasmas. 

4.   Comparison with Space Experiments 

Experiments on the injection of electron beams into the ionosphere from sounding 
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Figure A. Spectra of plasma modes measured in the turbulent VTF plasmas 
produced by both the injected microwaves and electron beams. 
Marked with (I), (II), and (III) are regions representing 
low-frequency, medium-frequency, and high-frequency regimes. 
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rockets or space shuttles have been conducted by several groups to investigate beam- 

plasma interactions and wave-particle interactions in the auroral region [e.g., Winckler 

et. al., 1984; Kellogg et al., 1986; Gurnett et al., 1986; Reeves et al., 1988; Winckler et 

al., 1989; Winglee and Kellogg, 1990; Ginet and Ernstmeyer, 1991]. These experiments 

have shed light on the production of ionospheric plasma turbulencd by auroral electron 

beams. The geometry of the rocket experiments we will discuss here [Winckler et al., 

1984; Winckler et al. 1989; Ginet and Ernstmeyer, 1991] is shown in Figure 6. 

A plasma diagnostics package abbreviated PDP for short in the figure has two 

orthogonal sets of electric probes in the spin plane of the payload. A fifth probe projects 

upward along the PDP spin axis. These probes consist of insulated rods terminating in 

spherical sensors coated with graphite. The main payload (denoted by MAIN) injected 

two independent electron beams: one (gun 2) at a constant pitch angle of 100° or 110° and 

the other (gun 1) with a pitch angle nearly parallel to the magnetic field. Gun 1 operated 

at 36 kV and 250 mA, and gun2 was swept from 40 kV to 8 kV with a corresponding 

current in each 1 ms interval. 

Presented in Figures 7(a) and 7(b) are typical electric field power spectra measured 

on the PDP during beam injection at a pitch angle of 110° [Winckler et al., 1989; Ginet 

and Ernstmeyer, 1991]. The plotted spectra include four different measurements of Ex 

and Ey denoted by a dashed line, solid line, dot-dashed line, and dotted line. Here, Ex 

and Ey refer to the electric field components measured by the two orthogonal sets of 

electric dipole antennas (see Figure 6). The dashed line represents the Fourier transform 

of the DC Ey component measured over a 200 ms interval every 0.4 ms. The solid line is 

the Fourier transform of the VLF broadband receiver measurement of Ey sampled every 

0.05 ms over 100 ms. The dot-dashed line is the Ex component measured by the high 

swept frequency analyzer (HSFA) with a frequency resolution of 30 kHz and a sweep time 

of 102 ms between 60 kHz and 5.5 MHz. A composite background spectrum constructed 

in the same manner from data taken when there was no beam injection is shown by a 

dotted line. 

Marked in Figure 7(b) on the top of the frame are the ion gyrofrequency (/«), the 

lower hybrid resonance frequency (fih), the ion plasma frequency (fpi), the electron 
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Figure 6. Geometry of electron beam injection experiments in space 
with a rocket which has five electric probes on a plasma 
diagnostics package (PDP) and two electron guns on the main 
payload (MAIN) (Winckler et al., 1984). 
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gyrofrequency (/ce), the electron plasma frequency (/pe). and the upper hybrid frequency 

(fuh)- Compare the date from space experiments with those recorded in our laboratory 

experiments as displayed in Figure 4. It appears that they are quite similar. But careful 

examination of them as elucidated below indicates that different mechanisms operate in 

the space experiments and in the laboratory experiments. 

First, high-frequency modes with frequencies exceeding the electron gyrofrequency 

(fee) were not excited in our VTF plasmas, while they were present in the beam injection 

experiments in space. This difference arises from the fact that 36 keV electron beams 

were injected in space experiments, whereas 300 eV electron beams were produced in 

the VTF plasmas. Note that the thermal electron energy in the ionosphere and in the 

VTF are 0.1 eV and 5-8 eV, respectively. In fact, the 300 eV electron beams reduced 

their speeds to nearly the electron thermal speed at the location of the probe via the 

ionization of neutrals along the beam path to the top of the chamber. Thus, the low- 

energy electron beams are unable to excite Langmuir waves and upper hybrid waves in 

VTF. By contrast, whistler waves (viz. modes in the frequency range: fih < f < fee) 

were produced in both space experiments and laboratory experiments possibly by the 

convective beam amplification of incoherent Cerenkov noise [Maggs, 1976]. 

One distinctive difference between the two experimental results is noted regarding 

the modes with frequencies near the lower hybrid resonance frequency (fih). These 

modes were favorably excited in the ionospheric plasmas by energetic electron beams, 

presumably by the modified two stream instability [Ginst and Ernstmeyer, 1991]. But 

the electron beams injected into VTF were not intense enough, as explained before, to 

cause the modified two stream instability. Although the modes at ///,, were not so highly 

peaked in the VTF plasmas, excited modes with frequencies adjacent to fa are clearly 

seen in Figure 5. 

The other distinctive difference is noted regarding the low-frequency modes whose 

frequencies are less than the ion gyrofrequency (fd). One can see from Figures 7(a) and 

7(b) that the ionospheric plasmas had large thermal noises in the low-frequency band 

(region I) and the medium-frequency band (region II). The energetic electron beams 

injected into the ionosphere cannot excite the low-frequency modes significantly, whereas 
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prominent excitation of these modes occurs in the VTF plasmas. 

The characteristics of the excited waves by injected electron beams in the ionosphere 

and in VTF can be summarized as follows. Langmuir waves, upper hybrid waves 

whistlers, and lower hybrid waves can be excited by energetic electron beams in the 

ionospheric plasmas. In the VTF plasmas, the injected electron beams produce whistler 

waves and especially low-frequency modes with frequencies less than the lower hybrid 

resonance frequency (///J and even the ion gyrofrequency (fd). 

5.   Discussions and Conclusions 

We pointed out earlier that the VTF was constructed to simulate the ionospheric 

plasma environment. Then how can we explain the discrepancies between the results of 

space experiments and those of VTF laboratory experiments? The excitation of high- 

frequency modes (i.e. Langmuir waves and upper hybrid waves) depends on the energy 

of the electron beams, as discussed before. This offers a reasonable explanation for the 

discrepancy only in the high-frequency regime of the wave spectra. 

We believe that the discrepancy in the low-frequency regime of the spectra stems 

from the different background plasma environments. This fact can be understood from 

Figure 6. In the space experiments, the sounding rocket carried the electron guns as its 

main payload and the electric field probes on a plasma diagnostic package (PDP). During 

the experiments, the PDP separated at 1.5 m/s relative to the main payload. Thus the 

electron beam-plasma interactions and their subsequent diagnoses were carried out in 

a rather small ionospheric region which can be reasonably considered to be a uniform 

plasma. 

By contrast, the VTF plasmas created by microwaves and/or electron beams have 

sharp density gradients across the magnetic field. They also have hot electrons but 

relatively cold ions. Hence, the VTF plasmas are inhomogeneous and have a large ratio 

of electron temperature (Te) to ion temperature (Tj). Sharp density gradients and large 

Te/Ti together with field-aligned electric currents are the important sources of free energy 

to excite ion acoustic waves and very low-frequency modes as explained below. 

Kindel and Kennel (1971) suggest that field-aligned currents in the topside ionosphere 
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can excite plasma turbulence that may have the structure of electrostatic ion cyclotron 

waves (i.e., obliquely propagating ion Bernstein waves) and ion acoustic waves. Both 

kinds of waves can be favorably excited by electric currents with drift velocities smaller 

than the electron thermal velocity in plasmas with Te/Ti > 1. The damping increment 

of the ion cyclotron waves is quite small even if the ion temperature is comparable to the 

electron temperature. This contrasts the ion acoustic waves which are highly damped 

when Ti ~ Te. Kindel and Kennel [1971] showed that when Te/Ti » 1, say, 10, the 

threshold drift speed of the ion acoustic instability would be much less than that of the 

ion cyclotron instability. In the VTF plasmas, the electron drift velocity (~ 5 x 104 m/s) 

is less than the electron thermal velocity (~ 4 X 106 m/s) and the ion acoustic velocity 

(~ 4 x 105 m/s). However, the (Te/Ti) of the VTF plasmas is estimated to be greater 

than 20. Therefore, the ion acoustic waves can be favorably excited in the VTF plasmas. 

It is, however, difficult to excite ion acoustic waves in the ionosphere. Although a large 

Te/Ti was produced in the beam injection experiments in space [W.J. Burke, personal 

communication, 1994], the electron beam travelling in the heated ionospheric plasmas is 

different from an electric current flowing in the VTF plasmas. In the space experiments, 

energetic electron beam-plasma interactions occur to excite high-frequency wave modes 

as seen in Figures 7(a) and 7(b), while a low-energy electric current flows in the VTF 

plasmas to produce low-frequency modes. 

The current convective instability was proposed by Ossakow and Chaturvedi [1979] 

as a potential mechanism to produce plasma turbulence with low-frequency modes in the 

auroral ionosphere. The auroral ionospheric plasma has a large density gradient in the 

horizontal plane (i.e., the North-South direction) and field-aligned currents flowing in 

the vertical direction. This plasma environment can be reasonably approximated by the 

VTF plasmas which have sharp density gradients in the radial direction and field-aligned 

currents in the azimuthal direction. Using the following VTF parameters: Te = 8 eV, 

Ti = 0.1 eV, fee = 2.45 GHz, fd = 1.3 MHz, I = 10 Amperes, L = n(Sn)-1 = 0.1 

m, A (beam c/s) = 0.25 m x 0.05 m, and kpa^iei/kperpendicular = 10~3, we find from 

Ossakow and Chaturvedi [1979] that the growth time of the convective instability in VTF 

is 0.1 msec. It indicates fast excitation of the current convective instability in the VTF 
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plasmas in comparison with the 1 ms confinement time. The frequencies of the excited 

modes are kVj, where the electron drift velocity (Vd) is 5 x 104 m/s, which is less than 

the ion acoustic wave velocity, V3 ~ 4a;105 m/s. We expect that the frequencies (kV3) of 

the excited ion acoustic waves are greater than those (kV^) of the low-frequency modes 

excited by the current convective instability for two reasons. One is that V^ < V3. The 

other is that the current convective instability [Ossakow and Chaturvedi, 1979] and the 

ion acoustic instability [Kindel and Kennel, 1971] excite preferentially large-scale (i.e., 

small k) modes and short-scale (i.e., large k) modes, respectively. Thus, modes with 

frequencies less than the ion gyrofrequency (fd) were basically excited by the current 

convective instability in the VTF. As mentioned before, in the space experiments, the 

beam-plasma interactions occurred in a rather small region of the ionosphere. Hence, 

the beam-plasma interaction region in space experiments can be modelled as a uniform 

background plasma and, consequently, the current convective instability does not occur. 

Comparison of our VTF experiments with space experiments have shown that we can 

simulate several features of the electron beam injection experiments in space plasmas. 

However, we can more closely simulate the naturally occurring plasma turbulence in the 

auroral ionosphere. 

In conclusion, we have discussed some of our laboratory experiments with the 

Versatile Toroidal Facility (VTF) aimed at investigating space plasma turbulence. Our 

research results reported here have demonstrated that the VTF plasma device is capable 

of simulating some characteristic features of ionospheric plasma turbulence. Although the 

parameters of the VTF plasmas are quite different from those of space plasmas, our work 

has shown that laboratory experiments can adequately study some processes responsible 

for space plasma phenomena and complement the active experiments in space. 
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ABSTRACT 

Polyhedral oligomeric silsesquioxane (POSS) materials are an important class of 

compounds having an oxygen:silicon ratio of 1.5, intermediate between that found in silicones 

and silica. Blends of three different POSS compounds, two monomeric (fully cyclohexylated T6 

and fully cyclohexylated T8), and one a polymer [a poly(POSS)methacrylate], with two different 

organic polymers, poly(methyl methacrylate) (PMMA) and a thermoplastic elastomer based on a 

block copolymerof poly(tetramethylene ether) and nylon 12 (PEBAX2533), were prepared by 

dissolving the materials to be blended in a common solvent and evaporating the solvent. The 

resulting blends were characterized by Thermogravimetric Analysis (TGA) and Differential 

Scanning Calorimetry (DSC). The blends with the monomeric POSS compounds, in which the 

POSS compounds were intended to serve as filler materials, appeared to phase separate more 

than the blends with the poly(POSS)methacrylate. Blends of poly(POSS) methacrylate with 

PMMA gave clear films at up to 6% loading of the POSS material, and clear films with PEBAX at 

up to 50% loading. The clear films with PEBAX whitened, however, upon stretching, suggesting 

that phase separation could be stress induced. The results of the TGA analyses showed that the 

solvent was never completely removed from blends containing PMMA regardless of the drying 

procedure employed, while solvent was always completely removed from the blends containing 

PEBAX. TGA traces of blends showed that there was little effect of POSS at low levels, but at 

higher levels traces became more like those of the POSS. Low levels of POSS had no effect on 

the Tg of PMMA and the Tg of the PEBAX was unaffected by any POSS at any level. Higher 

levels of POSS increased the Tg of PMMA by 5 to 10C. Low-temperature, low-energy 

endothermic transitions were observed in the DSC for the three POSS compounds; these were 

not observed in the glassy blends with PMMA, but were seen, shifted, in the rubbery blends with 

PEBAX 
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PREPARATION AND CHARACTERIZATION 

OF BLENDS OF ORGANIC POLYMERS 

WITH POLYOLIGOSILSESQUIOXANE MATERIALS 

Charles J. Noel 

INTRODUCTION 

The use of blending of polymeric materials to achieve a balance of properties not available in the 

unblended materials has become more and more important in polymer and material science. 

Current journals reporting work in these fields contain several articles in every issue reporting 

work involving polymer blends. Most of these works concern the blending of two or more 

different organic polymers. For example, Kyu, Park, and Cho (1) report that blends of 

polycarbonate (PC) and poly(phenyl methacrylate) (PPMA) can be prepared which are single 

phase in nature, and that, at a blend level of 12/88 PC/PPMA a non-birefringent material is 

obtained. (Both PC and PPMA are highly birefringent, but with opposite signs.) Thus blending 

produces a material with one property, birefringence, completely different from the single 

species. Recently Case and Honeycutt (2) published an article covering modelling techniques 

for studying polymer miscibility, based on thermodynamic principles. There is relatively little 

literature concerning the blending of organic polymers with polymers having inorganic character, 

such as preceramic polymers containing silicon. Asuka, Chian-Hua, and West (3) report on 

polymer blends of a polysilane (polysilastyrene) with polystyrene and polypropylene. Successful 

blending of the polysilane with polystyrene was achieved at the 5% polysilane level, but with 

polypropylene, some segregation of the polysilane was observed above the 1% level. The 

incorporation of polysilastyrene in polystyrene caused an increase in hardness, improved UV 

degradation, and decreased surface resistance, compared to unblended polystyrene. Similar but 

smaller effects were observed for the blends with polypropylene. Nago and Mizutani (4) report 

on the development of microporous polypropylene sheets containing polymethylsilsesquioxane 

(PMSS) filler. In this study, 42 parts of polypropylene were mixed with 56 parts PMSS and 2 

parts additive/antioxidant. The polypropylene and PMSS did not blend; the spherical particles of 

PMSS were uniformly dispersed throughout the polypropylene, and provided the basis for 

development of micropores when the filled films were biaxially stretched. Blends of 

polysilastyrene and polycarbosilane with commercial thermoplastic elastomers were studied by 

Lichtenhan and Bolf (5). The silicon-containing polymers greatly enhanced the char-forming 

capability of the elastomers while increasing modulus and reducing stretch; the blends show 

potential as insulation materials in solid rocket motors. This study was undertaken to evaluate 

blends of polyhedral oligomeric silsesquioxane (POSS) materials with organic polymers. These 
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materials are hybrid organic/inorganic materials having an oxygen:silicon ratio of 1.5, 

intermediate between that found in silicones and silicates (6). The polymeric POSS material 

used in this study was a polyß-TSfc-CgH^ypropyl methacrylate] having a number average 

molecular weight of 44,000. The T8 designation is shorthand for Si8012 arranged in a cube with 

a silicon atom at each corner and an oxygen atom between each silicon. Each silicon is thus 

bonded to three oxygen atoms; the fourth valency is a Si-C bond. Seven silicons are attached to 

cyclohehyl groups while the eighth is attached to the propyl methacrylate. This polymer will 

hereafter be referred to as P(POSS)MA. Blends were made of this polymer with both 

poly(methyl methacrylate) (PMMA) and a commercial thermoplastic elastomer which is a block 

copolymer of poly(tetramethylene ether) and nylon12 (PEBAX). These materials were chosen 

because both are fully amorphous polymers; one (PMMA) has a glass transition temperature of 

115C and is a rigid plastic, while the other (PEBAX) has a glass transition temperature well below 

-80C and is an elastomer at room temperature. Blends were also made of the two organic 

polymers with monomeric POSS materials, to see if properties could be affected by the inclusion 

of these as fillers. The monmeric POSS materials used were fully cyclohexylated T8 and T6, 

[si8°i2(c"C6Hii)8] and [Si6°9(c"C6Hii)6]' respectively. The objectives of the research were to 

determine the extent of blending possible between the POSS material and the organic 

polymers, and to determine the effects of blending on properties of the polymers. Only thermal 

properties were studied during this time period; mechanical properties will be evaluated in a later 

stage of this study. 

METHODOLOGY 

1. Preparation of Blends 

Blends were prepared by dissolving weighed amounts of materials in an appropriate solvent, 

mixing thoroughly, and then allowing the solvent to evaporate slowly. Tetrahydrofuran (THF), 

chloroform, and toluene were used as solvents for the PMMA blends; only chloroform was used 

for the PEBAX blends. Normally, a total of 1.00g of solid material was dissolved in 20ml_ solvent 

in 25ml scintillation vials. Solution was achieved by a combination of techniques, which included 

shaking the vials for several hours using a wrist-action shaker at room temperature, exposing the 

shaken solutions to ultrasound at 45C for periods up to two hours, and heating at 60C for periods 

up to one hour. Heating was necessary for solutions of P(POSS)MA with PMMA in toluene, but 

was not necessary for the other solvents. Ultrasound was needed for all solutions containing 

PEBAX In the absense of ultrasound the PEBAX swelled tremendously in the chloroform but did 

not dissolve; the ultrasound treatment broke the surface tension of the swollen particles, and 
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brought about solution of the polymer. All of the POSS materials dissolved quickly in all three 

solvents. Prior to pouring the solutions into aluminum weighing pans for solvent evaporation, the 

solutions were shaken vigorously to insure proper mixing. All solutions were clear and visually 

homogeneous, with no optical evidence of concentration or density gradients. The solutions 

were poured into alumonum weighing pans, and a 400mL beaker was inverted over each pan, to 

allow the evaporation to proceed slowly. Solid materials were obtained after overnight 

evaporation in most cases. Following evaporation, the blends were usually dried in a vacuum 

oven at 75C and -20in Hg overnight to remove residual solvent. 

2. Thermal Analysis 

The materials prepared were analyzed by both Thermogravimetric Analysis (TGA) and 

Differential Scanning Calorimetry (DSC). TGA provides a means for following sample weight 

loss as temperature is increased at a constant rate. The instrument used was a T.A. Instruments 

Model 951 equipped with a Model 2000 Thermal Analyst Controller. Samples weighing 15-20mg 

were placed on a platinum boat suspended on one arm of a microbalance, and the temperature 

was raised from room temperature to 1000C at a rate of 10C/m under an atmosphere of nitrogen 

gas flowing at 50mL/m. Weight-temperature traces were plotted and analyzed. DSC provides a 

means for observing first-order thermal transitions such as melting and crystallization as well as 

second-order thermal transitions such as glass transition temperature (Tg). The latter property 

was of primary interest here, since it was expected that the Tg values for the polymer/polymer 

blends would increase with concentration of the P(POSS)MA as it should have a higher glass 

transition temperature than either of the two organic polymers. The instrument was a T.A. 

Instruments Model 912 also equipped with a Model 2000 Thermal Analyst Controller. Samples 

weighing 5-15 mg were placed in an aluminum pan (weighing approximately 12-13 mg) and an 

aluminum lid (9-10mg) was crimped onto the pan to cover the sample. An empty aluminum 

pan/lid was used as reference. Hermetically sealed pans were not used. Since TGA showed 

that solvent was never completely removed for the blends with PMMA, and was always 

completely removed for the blends with PEBAX, different temperature profiles were used for the 

two sets of blends. For the PMMA blends, the temperature was first raised from room 

temperature to 180C at the rate of 10C/m, the sample was cooled back to room temperature, 

and the same sample was then reheated from room temperature to 150C, also at 10C/m. The 

first heating allowed residual solvent to evaporate from the material, and the second heating 

showed the Tg transition unequivocally. Since there was no residual solvent in the PEBAX 

blends and since the Tg for this elastomeric material is well below room temperature, only one 

heating was done for these materials. Samples were cooled to -150C with liquid nitrogen, then 
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the temperature was raised from -150C to +150C at the rate of 10C/m. All DSC runs were made 

with an atmosphere of nitrogen gas in the DSC cell. Both TGA and DSC traces were obtained 

for all the unblended starting materials as well as for all prepared blends. 

RESULTS 

1. Blends Prepared    The composition of the blends prepared is given in Table I. Blends of 

PMMA with the three POSS materials were prepared at the 3, 6, 9, 12, and 15% (w/w) levels of 

the POSS compounds. Additional blends (or mixtures) with higher levels of POSS were 

prepared for the T6 and P(POSS)MA. Clear films were obtained at only the 3 and 6% levels of 

POSS material. Blends containing 9 -15% POSS tended to be opaque, and at higher POSS 

levels, white powdery material (presumably POSS) was transferred from the blends to the 

fingers when the films were handled. It was noted that, when the PMMA and the POSS 

materials were dissolved in solvent, the POSS material always dissolved much more rapidly 

than the PMMA. It is hypothesized that, during solvent evaporation and film formation, the 

PMMA may precipitate first, leaving the solution relatively rich in the POSS compound. In the 

final stages of evaporation the POSS material precipitates at the surface of the film producing a 

phase-separated system. This solvent-induced phase separation could be eliminated if blending 

were done in the melt, in the absense of solvent. This could not be done with the equipment at 

hand when this study was carried out, but is recommended for future work. Blends of PEBAX- 

2533 with the three POSS materials were prepared at the 17, 34, 50, 67, and 83% (w/w) levels of 

the POSS compounds. Unlike the PMMA blends, these films were fairly clear up to 50% POSS 

and opaque at higher POSS levels. All of these elastic films, however, tended to whiten when 

stretched, suggesting stress-induced phase separation. After stretching, white powdery material 

was transferred from high POSS films to fingers when these films were handled. 

2. Thermogravimetric Analysis (TGA)   TGA traces for PMMA (as received) show a single 

smooth decomposition step going from 0 to virtually 100% weight loss; this is consistent with the 

known thermal degradation behavior of PMMA which depolymerizes to monomer with over 99% 

yield and little discernible residue. Traces for the PMMA cast from solvent showed a two step 

weight loss, with residual solvent coming off first, followed by the complete depolymerization of 

the remaining polymer. The amount of solvent retained by the cast films of PMMA ranged from 

22.4 to 5.61% by weight, depending upon the solvent used and the extent and type of drying 

done. (The solvent-cast PMMA films were never dryed above the Tg of PMMA, to prevent 

bubbling of the films.)   Initiation of depolymerization of PMMA occurred near 360C, the 

inflection point of the weight loss curve occurred near 390C and the process was complete near 
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TABLE I 

Composition of Blends Prepared of POSS Compounds With PMMA and PEBAX 

PMMA/POSS                                          T6 POSS T8 POSS                           P(POSS)M 
100/0 xxx 
97/3 xxx 
94/6 xxx 
91/9 x                                         x                                            x 
88/12 xxx 
85/15 xxx 
80/20 x 
75/25 x 
70/30 x 
60/40 x 
50/50 x                                                                                       x 
25/75 x                                                                                       x 
13/87 x 
0/100 x 

PEBAX/POSS 
100/0 xxx 
85/15 x 
83/17 xxx 
66/34 xxx 
50/50 xxx 
33/67 xxx 
17/83 xxx 
0/100 x 
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410C. (Initiation and completion temperatures were determined as the intercepts of the tangent 

to the weight loss curve at the inflection point, extrapolated to the baselines preceding and 

following the process.) The TGA traces for PEBAX, both as received and as cast from 

chloroform, showed a single step weight loss with an onset near 390C, an inflection point near 

425C, and completion near 460C. A residue of around 1.5% was indicated for this material. The 

decomposition mechanism for the PEBAX is presumably random chain scission. TGA traces for 

the monomeric T6 POSS compound showed a two step weight loss curve. The bulk of the 

weight loss (-88%) occurs in a step initiating near 344C with an inflection near 377C and ending 

near 390C. Further gradual weight loss (-5%) continues until near 535C, leaving a residue of 

about 7%, through 1000C. This material is known to sublime and this sublimation is accounted 

for in the first major weight loss step. The material was observed to condense on the walls of the 

glass chamber outside the furnace of the TGA apparatus during this weight loss step. The 

momomeric T8 POSS material is also known to sublime, but at higher temperatures. TGA 

traces for this material showed a single step weight loss curve with an onset temperature near 

440C, an inflection near 480C and completion near 490C. Weight loss in this step was 98% with 

a residue of 2%. The TGA traces for the polymeric POSS compound, P(POSS)MA, were very 

different. Most of the weight loss (-52%) occurred in a step with an extrapolated onset 

temperature near 360C, an inflection near 460C and completion near 525C. There was a 

continued gradual weight loss of another 5% between 525C and around 700C, then a stable 

baseline indicating -43% residue through 1000C. The initial weight loss step appeared to begin 

much earlier than the extrapolated onset temperature of near 360C; definite deviations from the 

initial baseline were noted at temperatures as Iowas 250C. Being a substituted poly(n-propyl- 

methacrylate), the expected decomposition mechanism is depolymerization to monomer; this 

may be altered by the presence of the T8(c-C6H1 ^7 group which makes the monomer 

molecular weight 1124. If depolymerization does occur, the monomer, being unsymmetrical, 

apparently does not sublime as does the fully cyclohexylated T8, and the lack of sublimation 

could lead to the considerable residue formation as the monomer itself thermally decomposes. 

The TGA traces for the blends of PMMA with T6, following the solvent weight loss step, 

were virtually identical with the traces for PMMA alone, up to 15% T6. At higher levels, the 

decomposition onset, inflection, and completion temperatures are shifted to lower temperatures, 

a second decomposition step is observed which becomes larger at the higher T6 levels (73 and 

87%) and residues of 18 and 24% are observed at these T6 levels. Since the T6 itself produced 

a residue of only about 7%, the presence of 13 - 27% PMMA apparently prevented the 

sublimation of much of the T6, leading to the much higher residue formation. Blends of PMMA 

with T8 were only prepared up to the 15% T8 level. The TGA traces for these blends, following 
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the solvent loss, were also virtually identical to those for unblended PMMA, as were the T6 

blends at these levels. The TGA traces for the blends of PMMA with P(POSS)MA were similar 

to the traces for PMMA alone up to 15% P(POSS)MA levels, except that residue increased 

slightly with increasing P(POSS)MA content, from near 0% for PMMA up to -3% for 15% 

P(POSS)MA. At 25% P(POSS)MA the second decomposition step associated with this material 

was observed, accounting for -6% weight loss, and the residue was -5%. At 50% P(POSS)MA, 

the second secomposition step was slightly larger (~7% weight loss), but the residue was only 

-3%, and at 75% P(POSS)MA the second decomposition step was much larger (-12% weight 

loss) and the residue was -10%. This residue level is considerably less than expected, since 

P(POSS)MA by itself yields -43% residue, a composition containing 75% P(POSS)MA should 

leave a residue of -33%. This result is completely different than that obtained with high levels of 

the T6 POSS compound, where higher residues than expected were obtained. 

The TGA traces for the blends of PEBAX with the POSS compounds were different for 

each compound. For the blends with monomeric T6, the weight loss curves were all single step, 

with the exception of the 34/66 blend, which had a small second step. Residues were all small 

(-1 - 3%) except for the 34/66 blend, which had a residue of -9%. The temperatures associated 

with the main weight loss step, onset, inflection, and completion, tended to decrease with 

increasing T6 level, except that the temperatures for the 17/83 blend were higher than those for 

the 34/66 blend. For the blends with monomeric T8, single step weight loss curves were 

obtained over the entire range studied, and residues remained in the 1-2% range. There was a 

steady increase in associated onset, inflection, and completion temperatures with increasing T8 

content. For the blends with P(POSS)MA, the TGA traces resembled those for PEBAX alone up 

to the 34/66 blend level, except that residue increased with increasing P(POSS)MA content, 

from -5% for the 83/17 blend to -15% for the 34/66 blend. At the 17/83 blend level, the TGA 

trace resembled that for pure P(POSS)MA, with a residue of -40%. 

A summary of TGA results appears in Table II. Representative TGA curves are given in 

Figures 1A-1C. 

3. Differential Scanning Calorimetrv (DSC) DSC traces were used to evaluate the glass 

transition temperatures of the polymeric starting materials and their blends. DSC traces were 

also obtained for the monomeric T6 and T8 POSS compounds. For PMMA, both as received 

and as cast from either chloroform or from THF, glass transition temperatures of -105-110C 

were observed; these values are consistent with the literature. However, for PMMA cast from 

toluene, values of -95 - 97C were obtained. Since the Tg values were obtained on second 

heatings of samples following an initial heating to bring about solvent removal, the reason for 
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TABLE I 

Summary of TGA Data for POSS Blends with PMMA and PEBAX 

Material T(onset)       T(infl) T(comp)        Residue 

PMMA 360 390 410 0.0 
PEBAX 390 425 460 1.5 
T6 POSS 345 377 390 
T8 POSS 440 480 492 2.1 
P(POSS)MA (250)    36 460 520 43.1 

PMMA/T6 97/3 358 385 406 0.4 
94/6 352 385 407 0.5 
91/9 354 386 409 0.7 
88/12 358 382 405 0.1 
85/15 357 382 409 0.9 
80/20 355 382 409 4.4 
70/30 352 380 408 2.9 
60/40 348 379 310 2.8 
50/50 344 376 409 
27/73 340 369 400 
13/87 318 353 393 

PMMA/T8 97/3 362 393 410 0.2 
94/6 366 397 415 1.2 
91/9 362 391 416 1.1 
88/12 351 387 415 2.6 
85/15 362 390 418 1.1 

PMMA/P(POSS)MA 
97/3 360 386 410 0.6 
94/6 362 389 412 1.5 
91/9 359 384 408 1.8 
88/12 361 387 411 1.8 
85/15 362 390 418 3.3 
80/20 363 389 412 1.2 
75/25 357 384 413 
50/50 353 381 409 
25/75 353 378 409 

PBAX/T6 85/15 386 417 453 1.4 
83/17 391 431 461 1.3 
66/34 378 431 462 3.1 
50/50 364 431 463 2.6 
34/66 332 385 433 9.2 
17/83 354 393 420 2.3 

PBAX/T8 83/17 402 435 458 1.5 
66/34 404 441 465 1.5 
50/50 410 454 478 1.4 
34/66 425 471 482 1.7 
17/83 431 473 486 2.1 

PEBAX/P(POSS)MA 
83/17 392 423 455 4.6 
66/34 395 428 460 6.0 
50/50 383 420 459 9.1 
34/66 386 426 467 14.8 
17/83 (270)    37 467 505 39.6 

T(onset)        T(infl) T(comp)        Residue 

510 535 555 7.0 

505 540 560 4.2 
492 525 550 17.8 
492 524 550 23.7 

510 544 552 5.0 
502 530 545 2.5 
510 531 552 9.7 
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these low values is not known. For PEBAX, the glass transition temperature was found to be 

—76C (197K). For P(POSS)MA, no glass transition temperature was observed. For the 

monomeric T6 POSS, there was no glass transition temperature, but a sharp endotherm was 

observed near 50C, having an energy of -9.7 J/g. This was reproducible when the sample was 

cooled and reheated. For the monomeric T8 POSS, no transitions were observed above room 

temperature, but a double endotherm (two peaks) was observed with peak temperatures near 

-31C and -25C. The total energy of the two peaks was -13.8 J/g. For these two materials, these 

transitions may be related to the conformations of their cyclohexyl groups. An additional sample 

of P(POSS)MA cast from chloroform was scanned first from room temperature to 150C to 

remove solvent, then from -150C to 500C. As before, no glass transition was observed. An 

endotherm similar to those observed with T6 and T8 was observed near -3C, with a transition 

energy of -0.7 J/g. A marked decomposition exotherm was observed with an onset temperature 

of -210C, consistent with the TGA result that weight loss began to occur gradually near 250C. 

The decomposition exotherm first peaked near 235C, dipped, then rose to a maximum near 

330C. The total energy associated with this broad exotherm was -375 J/g. 

Blends of PMMA with T6 POSS gave Tg values near 116 to 117C, once a nominal blend 

level of about 9% T6 was realized. Blends of PMMA with T8 POSS gave Tg values of 113 to 

117C for nominal levels of T8 of 9 to 15%. Blends of PMMA with P(POSS)MA gave Tg values 

ranging from 105 to 110C for nominal levels of P(POSS)MA of 3 to 15% and Tg values of 116 

to 118C for nominal levels of 25 to 75% P(POSS)MA (when cast from chloroform). Three 80/20 

PMMA/P(POSS)MA blends cast from toluene gave Tg values of 94 to 95C. These values are 

the same as for the three PMMA films cast from toluene; no reason for the lower values are 

known. 

Blends of PEBAX with POSS compounds all showed the glass transition temperature of 

the PEBAX (—71 to -76C) regardless of the nature of the POSS material used or the blend level. 

The DSC traces also showed the endotherms associated with the POSS compounds, but the 

peak temperatures were shifted, indicating some interaction with the PEBAX Blends of PEBAX 

with P(POSS)MA showed a single endotherm near 10C, about 13C higher than for the 

P(POSS)MA alone. Blends of PEBAX with T8 POSS showed two endotherms, one near -25C 

with its energy increasing with increasing T8 content, and the other near +25C with its energy 

tending to decrease with increasing T8 content. Blends of PEBAX with T6 POSS showed two 

endotherms, one near 5C and the second near 50C. Peak energies showed no particular pattern 

with increasing T6 content. The fact that fully substituted POSS compounds exhibit sharp low 

temperature endotherms and that the temperatures of these shift when blended with polymers 

having no transitions in these temperature regions should be studied further. 
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A summary of the DSC results appears in Table III. Representative DSC curves are 

given in Figure 2A - 2C. 

SUMMARY AND CONCLUSIONS 

Blends of three POSS compounds with both PMMA and PEBAX were prepared over a wide 

range of nominal blend levels (Table I) by casting from solution, usually with chloroform as 

solvent. Blends of these materials with PMMA were in the form of glassy films, and clear, 

transparent films were only obtained at low levels (3 to 6%) of POSS material. At these low 

levels, the TGA and DSC traces of the blends were similar to those of unblended PMMA. At 

higher levels of POSS material the films were opaque, indicating phase separation, and the 

glass transition temperatures of the blended materials tended to be ~5 to 10C higher than those 

for PMMA and for the low level blends. There was no clear cut relationship to either the nature 

of the POSS material or the blend level, once 9 to 15% POSS was present. At POSS levels up 

to ~15%, TGA traces tended to be similar to those for PMMA alone, except for slight increases in 

residue. Higher levels of T6 or P(POSS)MA in blends with PMMA tended to give TGA curves 

which shifted toward those of the POSS compound, except that residue formation was enhanced 

in the T6 blends and reduced in the P(POSS)MA blends. Blends of PMMA having greater than 

15% T8 were not prepared. 

Blends of the three POSS compounds with PEBAX produced fairly clear elastic films up 

to the 50% level of the POSS, and opaque elastic films at higher POSS levels. The stretchiness 

of the films appeared to decrease with increasing POSS levels. The clear films whitened on 

stretching, suggesting stress-induced phase separation. TGA traces showed that the blends 

exhibited degradation behavior intermediate between that of the unblended PEBAX and the 

unblended POSS, depending on the POSS level. DSC traces showed no effect on the glass 

transition temperature of the PEBAX DSC traces of the unblended POSS compounds revealed 

the presence of low-temperature, low-energy endotherms for each of these materials. These 

may be associated with the conformation of the cyclohexyl groups on these compounds. These 

endotherms shifted in both temperature and size with POSS level in the rubbery PEBAX blends, 

and were not observed in the rigid, glassy blends with PMMA. Some interaction of the POSS 

material with the PEBAX is apparently taking place. 

Blends of POSS materials with PMMA were never free of solvent, and solvent may have 

contributed to phase separation by retaining POSS material in solution longer than PMMA during 

the evaporation phase, producing concentration gradients, and leaving the film surface rich in 

POSS material. This might be minimized by either mixing in the melt or by coextruding the 

materials, but care would have to be taken to avoid thermal degradation of P(POSS)MA. 
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TABLE III 

Summary of DSC Data for POSS Blends with PMMA and Pebax 

PMMA Blends 
DSS                Blend Solvent TG 

ane                  100/0 none 110 
100/0 THF 110 
100/0 Chloroform 109 
100/0 Toluene 96 

6                     97/3 Chloroform 103 
94/6 n 107 
91/9 ti 117 
88/12 " 110 
86/14 THF 115 
86/14 Chloroform 111 
85/15 " 116 
80/20 " 117 
70/30 n 117 
60/40 n 117 
50/50 " 117 
27/73 " 116 
13/87 

n 
116 

8                      97/3 Chloroform 106 
94/6 " 106 
91/9 n 116 
88/12 

n 
115 

85/15 n 115 

P(P0SS)MA    97/3 Chloroform 105 
94/6 " 105 
91/9 

n 
108 

88/12 " 111 
85/15 

n 
107 

80/20 Toluene 95 
75/25 Chloroform 116 
50/50 " 118 
25/75 " 117 
0/100 " (none) 

POSS 

none 
none 

T6 

PEBAX Blends 
Blend Solvent 

100/0 none 
100/0 Chloroform 

TG 

T8 83/17 Chloroform 
66/34 TI 

50/50 II 

34/66 " 

17/83 " 

P(POSS)MA 83/17 Chloroform 
66/34 " 

50/50 ti 

34/66 " 

17/83 " 

0/100 " 

-76 
-77 

83/17 Chloroform -76 
66/34 " -75 
50/50 M -76 
34/66 " -76 
17/83 " -76 

-76 
-76 
-71 
-74 
-76 

-76 
-76 
-76 
-76 
-76 

(none) 
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FIGURE 1A 

Sample: PMMA, AS RECEIVED 
Size:  28.5790 mg 
Method: POLYMERS 
Comment: RATE 10'C/MIN. GN2 ATM 50 ML/MIN 

120 

TGA File: CTGAN0EL.001 
Operator: CJNOEL 
Run Date: 23-Jun-94 13: 34 

100- 

60- 

40- 

0-- 
0 

-+*- 
363.99'C 

3B9.35*C(3 

199.63 X 
K2S.47 mg) 
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-*+■ 
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CO 
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TGA V5 
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1A DuPont 2000 

Sample: CJN-1-37-3 PEBAX FR CHL. VAC-DR 
Size:   26.8300 mg 
Method: POLYMERS 
Comment: RATE 10oC/MIN. GN2 ATM 50 ML/MIN 

TGA File: C: TGACNOEL.009 
Operator: C J NOEL 
Run Date: 15-JU1-94 07: 20 

120- 

393.41°C 

426.71°C(T) 

460.01"C 

200 400 

97.12 X 
(26.06 mg) 

Residue: 
1.B62 X RESIDUE 
(0.4995 mg) 

-H- 
600 

Temperature 
800 

CO 
1000       1200 
TGA V5.1A DuPont 2000 
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FIGURE 1B 

Sample: T6CYB. PURE MATEHIAL 
Size:  14.9300 ng 
Method: POLYMERS 
Comment: RATE 10*C/MIN. GN2 ATM 50 ML/MIN 

TGA File: C:TGANOEL.003 
Operator: CJNOEL 
Run Date: 24-Jun-94 oa 21 

100-  H  344.2i*C 

80- \l                                                        8B.45 X 
|                                           (13.21 mg) 

60- 1 
40- 1     377.23*C(I)                  4.736 X 

1                                               (0.7071 mg) 

20- 1        509.56*C 
389.92*c ^--^. 

T-Hvo          533.04*C(I) 

0- 
554.07*0 

-i . 1 1 1 1 j ■ 1 .  
200 400 600 

Temperature (*C) 
BOO 1000       1200 

TGA V5.1A DuPont 2000 

Sample: PURE TBCYB AS REC'.O 
Size:   19.0620 mg 
Method: POLYMERS 
Comment: RATE 10*C/MIN. GN2 ATM 50 ML/MIN 

TGA File: C: TGACNOEL.054 
Operator: C J NOEL 
Run Date: 4-Aug-94 15:06 

100-  K— 442 73 °C 

80- 

i 
1 
i 
,i 
li 

60- 

97.83  X 

40- 
(18.65 mg) 

479.05*>C(I) 
i Residue: 

ÜÜ- 2.234  X  RES  AT  800C 

492.46"C I (0.4258 mg) 

0- —P_ 

200 400 600        BOO 
Temperature CO 

1000       1200 
TGA V5.1A DuPont 2000 
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FIGURE 1C 

Sample:   P (POSS) MA YO IV-33 JAS RECEIVED    TPA 
Size:       16.0620 mg I   O M 
Method:   POLYMERS 
Comment:   RATE  10*C/MIN. GN2 ATM 50 ML/MIN 

120- 

Flle: C: TGACN0EL.017 
Operator: C J NOEL 
Run Oate: 19-Jul-94 12: 13 

£ 60' 

347.52'C 

51.54 X 
(8.278 mg) 

535.15°C 

Residue: 
45.70 X RES AT BOOC 
(7.340 mg) 

200 400 

Residue: 
43.85 X RES AT 1000C 
(7.043 mg) 

600 
Temperature (°C) 

800 1000 1200 
TGA V5.1A DuPont  2000 

Sample: 
Size: 
Method: 
Comment: 

120 

CJN-1-38-4  PMMA/PPMA  25/75 
16.1620  mg 
POLYMERS 

RATE   10*C/MIN. GN2 ATM 50  ML/MIN 

TGA File: C: TGACN0EL.015 
Operator: C J NOEL 
Run Oate: 19-Jul-94 07: 19 

100- 

60 

40 

20- 

148.30*C 

, 169.03"C(T) 

5.109 X SOLVENT 
(0.825B mg) 

1B9.93,'C 

378.19°C(T) 

355.61°C 

408.89°C 

531.32°C 

530.79°C(I) 

552.34°C 

Residue: 
9.733 X RESIDUE 
(1.573 mg) 

-V 

200 400        600 
Temperature (°C) 

800 1000       1200 
TGA V5.1A DuPont 2000 
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FIGURE 2A 

Sample: CJN-1-36-1 PMMA 2ND HTG 
Size:  4.5900 mg 
Method: CJN-OSC-TG/BLENDS 
Comment: RATE 10'C/MIN. GN2 ATM. AL PANS 
-0.1  

DSC File: DSCCN0EL.1B 
Operator: CHARLES J. NOEL 
Run Date: 26-Aug-94 15: 29 

-0.2-! 

99.97°C 

-0.4 4— 
40 60 80 100 120 

Temperature CO 
140        160 
DSC V4.0B OuPont 2000 

DSC 
Sample: CJN-1-37-3 #4 PEBAX CAST HT#1  npp 
Size:  5.2300 mg 
Method: CJN BLENDS W PEBAX 
Comment: RATE 10°C/MIN. GN2 ATM. AL PANS 
0.00- 

-0.05 

-0.10 

2-0.15 

-0.20 

-B0.91°C 

76.31°C(I) 

-70.99°C 

-60 

File: DSCCN0EL.94 
Operator: CHARLES J. NOEL 
Run Date: 2-Sep-94  14: 36 

Temperature Cc) 
-40 -20 

DSC V4.0B DuPont 2000 
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FIGURE 2B 

Sample: CJN-1-35-4 PMMA/T6 2ND HTG 
Size:  B.5900 mg 
Hethod: CJN-OSC-TG/BLENDS 
Comment: RATE 10°C/MIN. GN2 ATM. AL PANS 

-0.1B 

DSC File: DSCCN0EL.10 
Operator: CHARLES d. NOEL 
Run Date: ig-Aug-94 09: 45 
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FIGURE 2C 

Sample: T6CY6-AS RECD 1ST HTG 
Size:  6.5000 mg 
Method: CJN-DSC-TG/BLENDS 
Comment: RATE 10*C/MIN. GN2 ATM. AL PANS 
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DSC File: OSCCNOEL.U 
Operator: CHARLES J. NOEL 
Run Date: 19-Aug-94 10:22 
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A HYBRID ALGEBRAIC EQUATIONS OF MOTION - NEURAL ESTIMATOR 
TO IMPLEMENT THE DIRECT CONTROL METHOD 

Hayrani öz 
Associate Professor 

Department of Aerospace Engineering, Applied Mechanics & Aviation 
The Ohio State University 

Abstract 

The study of dynamic systems without resorting to or any knowledge of differential equations 

is known as the "Direct Method". In this method, algebraic equations of motion describe the system. 

By this approach algebraic optimal control laws can be derived in explicit form for general nonlinear 

time-variant and time-invariant systems by minimizing an algebraic performance measure. The essence 

of the approach is based on using assumed-time-modes expansions of generalized coordinates and 

inputs in conjunction with the variational work-energy principles that govern the physical system. The 

algebraic optimal control laws obtained by the Direct Method are in the form of digitally implementable 

generalized algebraic state feedback; to implement these control laws an algebraic state estimator must 

be designed. The development of such an estimator is presented by utilizing neural networks within 

a hybrid algebraic equations of motion-neural structure for general nonlinear systems. However, due 

to time constraints, computer simulations of the application of the method are presented for linear 

systems under deterministic, noisy and modelling uncertainty cases. As modelling uncertainty, both 

parameter uncertainty and model truncation have been considered. Beyond state estimation, the 

approach and the concepts presented in this report also form a framework for system identification via 

the hybrid Algebraic Equations of Motion-Neural network architecture. Extension of the method to 

nonlinear systems is straightforward and is left as a future endeavor. 
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A HYBRID ALGEBRAIC EQUATIONS OF MOTION - NEURAL ESTIMATOR 

TO IMPLEMENT THE DIRECT CONTROL METHOD 

Hayrani öz 

Introduction 

The study of dynamical systems via differential equations of motion is referred to as an 

"indirect method." On the other hand, the study of dynamic systems without any resort to or without 

any knowledge of differential equations of motion is referred to as the "direct method." In the direct 

method, algebraic equations of motion (AEM) take the place of the traditional differential equations of 

motion. The AEM are obtained by using Hamilton's Law of Varying Action (HLVA) in conjunction with 

the assumed-time-modes expansions of the generalized coordinates (Ref. 1). The constant unknown 

coefficients of the assumed-basis functions in time of these expansions become the generalized 

(algebraic) states of the dynamic system. If there are control inputs on the dynamic system, they too 

can be expanded in terms of assumed-basis functions in time multiplied by constant unknown 

coefficients of expansion playing the role of generalized (algebraic) control inputs. 

By virtue of the assumed-time-modes (ATM) expansions of the generalized coordinates and the 

controls, the variational work-energy quantities in HLVA can be integrated apriori in time over any time 

interval. This provides a set of purely algebraic equations describing the motion in terms of the 

constant unknown algebraic states and the algebraic control inputs for the time interval considered. 

The motion over arbitrarily large time intervals can be studied by simple time-marching through 

transition intervals invoking continuity conditions for the path of the motion. 

Presently, nonlinear optimal control problems are formulated in terms of differential equations. 

In most cases, however, it is not possible to formulate an explicit, nonlinear optimal control law in this 

setting. At best, the control law must be generated numerically at the expense of much computational 

effort. Instead of differential equations, the method applied in this report produces an explicit nonlinear 

algebraic optimal control law by using algebraic equations of motion and an algebraic quadratic control 

performance measure. The algebraic performance measure is again obtained by representing the gener- 

alized coordinates and control inputs of a dynamic system in terms of assumed-time-modes expansions 

and introducing them into a quadratic time-integral control performance measure. The complexities 

associated with nonlinear systems are no longer a serious issue with this approach, and the solutions 

can be obtained directly in explicit form with relative ease. Furthermore, although the approach is 

theoretically for continuous-time systems, it readily yields digitally implementable control laws with the 

proper choice of ATMs for the controls. 

The optimal control method via the AEM is referred to as the Direct Control Method (DCM). 

Implementation of the optimal direct control laws requires algebraic state information, therefore, they 
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must be estimated. However, the generalized algebraic states of the AEM by necessity are related to 

acceleration and higher-order rates of the physical coordinates which we refer to as the a-states as 

well as including the velocity and displacement which are the usual x-states. In the AEM/DCM 

approach a-states are the primary variables. Therefore, an estimator design appropriate for the AEM 

needs to be developed. In this work, we develop an estimator unique for the AEM/DCM approach by 

utilizing the neural-networks (NN). Once this is accomplished, the ultimate objective is to demonstrate 

the DCM experimentally. 

Because of their algebraic structure AEM appear to be naturally compatible with the neural net- 

works for both off-line and on-line training. Therefore, the AEM state estimator developed in this work 

can be viewed as a larger neural network which has a hybrid structure in the sense that part of its 

structure represents the available modelling information from the AEM which is fixed and unmodifiable. 

The other part of the network is the "innovations neural-network (INN)" which has the usual trainable 

NN structure. The AEM structure can be interpreted as a bias-network attached to the INN. The INN 

is trained to emulate or estimate the a-states and the x-states of the physical system to be used in a 

DCM control law. Embedding the available modelling information within a larger NN consisting of the 

hybrid AEM-INN estimator is conjectured to lead to or require a trainable NN that will have an advan- 

tage over having to train a larger NN that utilizes no available modelling knowledge of the physical 

system. 

From a broader perspective, the proposed AEM-INN architecture can also be recognized as a 

framework for system identification if the focus is shifted from state estimation to output estimation 

directly. In this regard, the combination of the AEM bias-network and the innovations neural-network, 

INN, constitute a "postulated identification model" of the physical system. In this form, the parameters 

and the size of the AEM-bias network do not have to match those of the physical system. Once (and 

if) the INN learns to match the output of the physical system then the assumed AEM-INN architecture 

of the trained system, by definition, qualifies as an identified model of the physical system. The a- 

states and the x-states of the AEM-INN identification model represent realization of the internal states 

of the physical system. 

In this report, we present the approach for general nonlinear systems within the AEM formula- 

tion and discuss several scenarios for which the AEM-INN estimator is expected to perform satisfac- 

torily, such as the deterministic or noisy environments as well as parameter and modelling uncer- 

tainties. However, due to relatively short tenure of residence at the Laboratory, the computer 

simulation studies of the hybrid AEM-INN estimator presented in this report are based on linear 

systems. Demonstrations for nonlinear systems will be undertaken at a later time. To this end, the 

double-flexible link PACE (Planar Articulating Controls Experiment) structure at the Phillips Laboratory 
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appears to be an ideal candidate. It should be noted, however, that the full potential of the AEM/DCM 

approach is exposed truly when dealing with nonlinear systems. 

Algebraic Equations of Motion 

In the AEM setting, the generalized coordinates of a system are expanded in time, over the 

interval (tQ, tj), in terms of admissible time basis functions. For n generalized coordinates, q^t), these 

expansions can be written as 

<7r(«=E ArkMOrk 0--1.2 n) (1) 

where Ark(t) are admissible assumed time basis functions which are independent and continuous with 

continuous derivatives over (t0, tj) which will be referred to as the transition interval, and ark are 

unknown constant coefficients. 

Hamilton's Law of Varying Action (HLVA) (which is not the Hamilton's Principle) can be 

expressed as 

*J£(r+w)cfr-*7T|I|£=0 (2) 

where T is the kinetic energy, W is the work, and q is the n dimensional generalized coordinate vector. 

Once the assumed-time-modes expansions are invoked, each term becomes a known function of time. 

This allows HLVA to be explicitly evaluated, thereby eliminating time, yielding a set of n algebraic 

equations of motion in which the coefficients ark become the unknown algebraic coordinates or states. 

Similar to the generalized coordinates, the inputs, fr(t), on a system can also be expressed in 

terms of basis functions in time as 

Mr 

frit) = £ Bam*,      (r-1,2 m) (3) 
Ar-0 

where Brk(t) are admissible assumed-time-modes for the inputs, and the constants ßrk become the 

unknown algebraic input coordinates or input states. When substituted into HLVA, Eq. (2), for the 

virtual work of the inputs, expansion (3) also allows apriori explicit integration in time. Then the 

resulting algebraic equations of motion are in terms of the unknown coefficients ark (algebraic states) 

and ßtk (algebraic inputs). 

It proves convenient to express the HLVA in nondimensional time. For an arbitrary transition 

interval of motion (t1# t0), we define the nondimensional time r: 

0r=f-fo, 0=fi-fO/ Osrsl (4) 

In terms of nondimensional time r the form of HLVA is: 
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/ l(ÖT+ÖWc+öWNC+ÖWD)dT-6qT2L\ I = 0 (5) 

where subscripts C, NC and D denote the work of conservative, nonconservative and damping forces, 

respectively. A prime (/) denotes the derivatives with respect to nondimensional time r. Any control 

inputs are to be included under the nonconservative work expression. By assuming the functional 

forms of the energy-work expressions in terms of generalized coordinates, the general form of the AEM 

have been derived in Ref. (1). 

The explicit mechanics of obtaining the AEM will not be presented in this report. We refer the 

reader to the references by öz et ai in this regard. It should, however, be noted that the whole process 

of obtaining the AEM for a given system can be systematized much like in the familiar finite-element 

method. For our purpose it will suffice to state the general form of the AEM for a general 

nonlinear/linear/time-invariant/time-variant system. 

The general form of the AEM are (Ref. 1) 

[PL*PN^o)]a*[RL*RN(x0)]x0*N(a,x0lQf) = 0 (6) 

where subscripts L and N denote terms that rise due to linear and nonlinear behavior in the dynamic 

system. The term N includes all the nonlinearities in the system in terms of the a-states; and without 

loss of generality any other functions such as the external forcing functions represented by Of. The 

appearance of the initial states x0 in N are due to coupling with the a-states. Unlike their differential 

equations counterpart, the nonlinear-AEM have a definite, well-representable structure. This allows 

one to deal with and derive much more explicit expressions with the AEM. Also, it should be noted 

that the parametric effect of initial states x0 in a nonlinear problem are represented explicitly by the 

PN and RN terms, a fact which is not transparent in a differential equations of motion setting. The 

matrices PL and RL are, on the other hand, due to linearities and always constant and existing 

parameter matrices for the given interval of time (t0, t.,). For a time-invariant system, PL and RL remain 

constant throughout the motion regardless of the size of the transition interval. Similarly, for time- 

invariant systems the parametric forms of nonlinear terms PN, RN, N would remain invariant as well. 

For time-variant systems, the parameter coefficients in all of these matrices would be different from 

one transition interval to another. But for any one particular transition-interval (t0, t,) again all of these 

matrices would remain constant. 

For control purposes, it is convenient to write the AEM (6) by separating the linear and 

nonlinear dynamics terms, in alternate forms. 

Pa+Rx0+N~0   ,   P<*PL+PN, R=RL+RN (7a) 

or 

PLa+RLx0+H=0   ,   N'PNa+RNx0+N (7b) 
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The solution procedure for the response via the AEM consists of solving the algebraic equations 

(6) or (7) for the unknown constants a (a-states) and using these constants to evaluate the assumed- 

time-modes expansions of the generalized coordinates, Eq. (1) for 0 ^ r ^ 1 corresponding to any 

time t in the interval (t^ tj). In order to obtain a solution over an arbitrary length of time, Eqs. (6,7) 

can be marched in time from one transition interval to the next. This is accomplished by using the fol- 

lowing continuity equations: 

x^-Soxg**** (8) 
where (j) and (j +1) represent two subsequent transition intervals. The continuity matrices S0 and S 

are deduced for any specific choice of the ATM expansions by keeping in mind that the generalized 

velocity and displacement at the end of transition interval (j) at r=1, are the initial velocity and 

displacement for the next transition interval (j + 1) at r=0. For example, for simple power series 

expansions in time of the generalized coordinates q, the continuity matrices, S0 and S, are (Ref. 1) 

11«   1 

2 3 ••• Nr 
S0=Block Diag \ ,   S'«Block Diag 

The control inputs on a dynamic system are external loads designed to satisfy certain per- 

formance criteria. Similar to the generalized coordinates, the control input functions can also be 

represented as expansions in assumed-time-modes. Denoting the control forces by fc(t), for m-inputs, 

the control input expansions can be written as 

Mr 
'/<*)-E Brk(t)ßrk=Br(t)ßr (r-1.2 m) (9) 

*-o 

where Brk(t) are admissible assumed-time-modes for the control inputs and ßrk are constant unknown 

algebraic control input coordinates that are determined to meet the control objectives. In Eq. (9), Br(t) 

and ßT are Mr-component vectors of ATM and algebraic input coordinates, respectively with obvious 

definitions. The control inputs can be added to the AEM simply by considering their virtual work and 

transforming to the domain of a-states.  With the additional control term, the AEM take the form: 

Pcr+Rx0+N+Qß = 0 (10) 

where Q is the algebraic control influence matrix from the algebraic (generalized) control input vector 

ß to the a-states. 

In general, the assumed time modes Brk for the inputs can be taken to be the same as the 

assumed-time-modes Ay for the generalized coordinate(s). However, another simple choice is one in 

which Mr = 1, k=1 and Brk(t) = 1 (r = 1,2,...,m). That is, each input is a single term expansion with 

constant assumed-time-mode shape over each interval 0 srs1. This is indeed very well suitable 

for (digital) implementation of the control inputs where each control coordinate /?rk corresponds to the 

value of the physical control input.  This particular ATM for controls literally corresponds to a zero- 
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order-hold in sampled-data systems. Indeed, things do not need to be any more complicated. 

Simplicity is sufficient and leads to an elegant implementable form for control inputs with the Direct 

Control Methodology. 

It now remains to obtain the algebraic control inputs ß to satisfy desired controller performance 

criteria. Possibly one would be interested in finding the control inputs ß as functions of a, the algebraic 

states, which would by definition represent state feedback control. An explicit nonlinear feedback con- 

trol solution for the nonlinear dynamics represented by the AEM, Eq. {10) is given in Ref. (2) by using 

the quadratic regulator performance measure typically used in optimal control theory. For complete- 

ness and instructive purposes we will briefly give the steps that lead to an explicit optimal solution. 

The direct optimal control methodology described in this report is applicable to multi-degree-of- 

freedom, multi-input systems in which q represents an n-component vector of generalized coordinates. 

Direct Optimal Nonlinear Control 

Since the structure of the AEM are well-defined for the most general dynamic systems, the 

form of the control laws presented in this section is also the most general and they also reduce to 

linear laws readily if the system is linear. Hence, linear controllers are inclusive within the nonlinear 

control presentation. 

To design a direct optimal control law for the system we choose a control performance 

measure. As an example of wide interest and applicability, the usual quadratic regulator form is 

selected as a suitable control design performance index (CDPI): 

where Wq, W^, are positive semi-definite state weightings and Rf is the positive definite control 

weighting matrices. For simplicity, cross products between the displacements and velocities are not 

considered. The CDPI can be transformed to the domain of the AEM by introducing the ATM 

expansions (1) and (9) for the generalized coordinates and the input functions. In this transformation, 

since the time dependence of the terms are known by virtue of the ATM, the time integrals in the CDPI 

can be evaluated apriori to yield the equivalent algebraic performance criterion Jt(q,q,fc) = J(a, ß): 

J(a.ß) -1 [aT(D + Via + 2aT{D0 + V0)x0 +ßTFß]*0{x0) (12) 

where the matrices D and V are apriori evaluated matrices related to displacement and velocity 

weightings integrated with the ATM expansion shape matrices for the coordinates. Similarly, F is also 

an apriori evaluated matrix related to control weighting matrix integrated with the ATM expansion 

shape matrix for the control inputs. Q (x0) denotes terms due to XQ only and they do not affect the 

optimization of J ia,ß). 
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The optimal control problem now becomes a completely algebraic optimization problem. J {a,ß) 

can be optimized subject to the AEM as constraint equations. For fixed final time and free final states, 

the explicit nonlinear optimal control law ß* for the transition interval UQ, t^ is (Ref. 2) 

^•=F-1ür[z^+Pr]"1[(o + v)a+(£)o + Vo)xo]   ,   ZN = (13) 

(14b,c) 

Ho} 

is the Jacobian due to nonlinearities N. The optimal nonlinear control law has the form 

ß' = G(a,x0)a+G0(a,x0)x0 (14a) 

where 

G{a.x0) =F"1 Q T[zjKa.x0) +P r(x0)]"1 [D * v] 

Gda,x0) -F"1 Q T[zSa,x0) +P T(x0)]_1 [D0 + V0] 

are the control gain matrices. The a and x0 dependencies of the control gains are solely due to 

nonlinearities characterized through the Jacobian and the contributions to P due to nonlinearity in the 

system as defined by Eqs. (6,7). All other matrices involved in the control gain matrices are constant 

matrices computed apriori by performing the time-integrals thanks to the ATM expansions. The optimal 

control law Eq. (14a) represents an explicit solution to a nonlinear optimal control problem obtained 

by simple algebra. The solution given here is in direct contrast to traditional differential equations of 

motion approach which can never yield explicit solutions for optimal control but can only offer a 

formalism for numerical solution techniques involving two point boundary value problems and inter- 

mediate differential equations. 

The explicit direct optimal control law is quite general and readily reduces to an optimal solution 

for a linear system. Indeed, if we use the alternate form of AEM, Eq. (7b), the optimal control law can 

be written as 

where »' =F~"Q 1ZN W]"1 i{° + ^a +(D° + ^ (15a) 

4^ ,   N-N*PNa*RNx0 (15b) 
day- 

is the Jacobian that includes all the nonlinearities.  When there are no terms due to nonlinearities in 

the system the Jacobian vanishes and the optimal control law reduces to a linear control law by 

default.  This is a necessary requirement for a nonlinear control law. 

Finally, replacing £ in Eq. (10) with/?*, Eq. (14a or 15a), produces a closed-loop-control form 

of the AEM, which can be rearranged in terms of the unknown optimal algebraic states, a: 

a--P-'iRx0-p-'lN-p-'lQß' (16) 

This nonlinear equation represents the solution form of the closed-loop controlled nonlinear system and 

is used to simulate the closed-loop controlled response.  For nonlinear systems, because Eq. (16) is 
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nonlinear in a, an iteration must be used, for simulation purposes, to solve for a. Note that, this is not 

an iteration to obtain the control law.  The control law is already given in explicit form by Eq. (14). 

On the other hand, for linear systems, the closed-loop system response solution is immediately 

available without any need for simulation iteration: 

a' = -(P+ÜG)"1 {R + QG0)x0   ; ß* = [Ga+G&0] (17a,b) 

a' m -PCLRCL*O (17c) 

where definitions of PCL and RCL are evident as the closed-loop parameter matrices. 

We now turn to implementation of the DCM. 

A Hybrid AEM and Neural Estimator 

Since the optimal control yields full-state feedback control laws in both a and x states, to imple- 

ment it, one must have knowledge of the system states required in the control law. In general, the 

a and x-states of the AEM may correspond to more abstract coordinates, such as modal coordinates. 

Hence, one needs to estimate them by using outputs/measurements from the system that correspond 

to physical quantities. To this end, we propose to design an estimator for the AEM in conjunction with 

a neural network block employed by the estimator. In this set-up, the function of the neural network 

(NN) is envisioned as being an "innovator" that generates output in the estimator to correct the error 

between the estimated states and the actual states. This "innovations neural network (INN)" will be 

driven by the measurements and estimated outputs at the current time and possibly at a specified num- 

ber of previous times (see Fig. 1). If an analogy is appropriate, the INN will play the role of an estima- 

tor gain block, that will train itself, that is determine its weights, to minimize the state estimation error. 

The motivation for designing a neural-based estimator for the AEM is based on the following 

observation. Consider, for example, the linear AEM. For given initial states and forcing functions, as 

inputs, the a-states represent outputs obtained by a simple matrix multiplication the elements of which 

are the system parameters, playing the role of a weighting matrix. Thus, this algebraic system is 

equivalent to a linear NN architecture with unit operator activation functions and zero biases. For 

nonlinear systems, one can interpret the nonlinear terms as being nonlinear a-state feedback terms 

introduced (summed) to the outputs of the linear dynamics which were already observed to be in a 

simple NN form. In addition, in the nonlinear case, there are feedforward connections from XQ due to 

the RN(x0), PN(x0) terms. Thus, the AEM naturally appear to have a structure that is compatible with 

neural networks. The combination of the AEM with a "NN innovations" block also is expected to 

benefit the neural-network as will be discussed in the sequel. Hence, a symbiotic relationship is to be 

established between the AEM and the NN. 

25-10 



We postulate the following form for an AEM estimator dynamics which also includes an INN 

dynamics: 

Pa+ffx0+N(a,x0)+Qf-lNN = 0 (18a) 

and for completeness note the AEM for the system: 

Pa+Rx0+N{a,x0)+Qf+w = 0 (18b) 

in which (A) denotes the estimated states and a forcing function Of has been included explicitly. The 

term lNN in the AEM estimator is the output of the INN which is to be designed to reduce the state 

errors between the estimator and the dynamic system. In the above, for generality a plant noise vector 

w has been included in the AEM, thus presenting a more realistic situation. 

On the other hand, as a different scenario, it must be noted that the estimator matrices P, R 

and N in (18a) can be different from those of the system in (18b) both in terms of parameters and size. 

In this case, when (if) the lNN network is (can be) trained to map the estimated output of (18a) to the 

output of the system (18b) instead of matching the a and x-states, then the estimator dynamics of Eq. 

(18a) becomes an "AEM-Neural identification model" for the physical system. In this case the to and 

x states of Eq. (18a) rather than being the estimated states become the surrogate or equivalent realiza- 

tion states of the physical system (18b). Hence, with proper interpretation, Eq. (18a) can be viewed 

either as a state-estimation model or an assumed identification model. In this context, the reader is 

cautioned that the use of the word "estimator" in this report can imply either state-estimation or model 

identification. 

The output equations for the AEM can be considered both for the beginning or ending of the 

j-th transition interval, in the form 

vyi =cx6+1 = c(soxi*sJ) 

where the superscript (j +1) indicates the beginning of the (j +1 )-th transition period or the end of the 

j-th transition period. Thus, the far right side of the output equation involves the a-states explicitly by 

introducing the continuity equation (8). We shall, for simplicity of notation, prefer the output equation 

in terms of x-states only. Further, assuming that the Eqs. (18) pertain to the j-th transition interval, 

for estimator design we shall use the outputs at the beginning of the j-th interval. Thus, we consider, 

the output equation as 

yJ = Cx0       or       y = CXQ 

the interval designation will be dropped unless a confusion may arise. For generality, we shall assume 

that the measurements are also contaminated by a noise vector v to write 

y = Cx0 + v (18c) 

The estimate of the measurements will be in the form 
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9J-C*l = c(So4"1+5ö''"1) 

The NN innovations output lNN will use the current and a finite number of past measurements and their 

estimates as the input to the NN: 

INN = INN{Y.9) (19a) 

Note that, by design, no system input Of will be provided to the INN. The particular architecture of 

the estimator and the NN training flow diagram is shown in Fig. 1. As discussed in Ref. (4), within the 

context of observability of the AEM observation of the x-states is essential and the observability of the 

a-states follow automatically from the AEM. Hence, although we wish to estimate both x0 and a 

simultaneously, we base the error performance measure of the NN design, JNN, on the state estimation 

error in x0 and write 

2JJJJ = {x0-X0)TQN(x-X0)       Q% = QN > 0 (19b) 

where Q is an estimation error performance weighting matrix for the NN. When x0 converges to x0; 

convergence of 6 to a is guaranteed. Similar to Eq. (19b) an a estimation error performance can also 

be stated separately. Alternately, the NN performance measure can be based on the output estimation 
error directly: 

2jfiJ = {y-?)TQN(v-9)     QN= QN > 0 (19c) 

In both (19 b,c), the outputs and states are considered to be at the beginning of the (j +1 )th transition 

interval (or the end of the j-th transition), indicated by the superscript (j + D- Hence, there is a one 

transition interval delay between the JNN and lNN terms. Therefore, the INN has a recurrent structure. 

All of the terms in the AEM estimator dynamics described by Eq. (18a) can be regarded as a 

single larger neural network as shown in Fig. 1 in which the first four-terms represent an unmodifiable 

bias network structure and the last term lNN represents the part of the network that is modifiable and 

therefore trainable. The unmodifiable part consisting of AEM structure constitutes known or assumed 

modeling information about the system that is going to be estimated or identified; hence, this informa- 

tion is embedded into the overall NN structures as the unmodifiable part. The remaining part of the 

NN then is trained to learn to eliminate the state estimation error or the output estimation error only 

by using the measurements. It is therefore, expected that the NN will not have to be burdened both 

in training and in size as much as if one were to completely ignore the available model information 

about the system and attempt to design a fully trainable NN utilizing no apriori information about the 

dynamic system. Whereas the AEM utilize the NN to obtain the a and x-state estimates to employ the 

control laws; in turn, due to their algebraic nature they become a compatible part of a larger NN 

estimator in which only the innovations block has to be trained as a smaller, perhaps faster and more 
able neural partner. 
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From a broader perspective, the function of the NN innovations in (18a) is to learn any differ- 

ences between the dynamics of (Eqs. 18a,b) and compensate for it in terms of minimizing an output 

error measure between the two systems. In that, any NN itself having unique structural (architectural) 

attributes, is theoretically indifferent to the specific form or the nature of the terms that describe the 

internal dynamics of the systems that it is attached to learn. Given the proper inputs, the focus of a 

NN is strictly on matching its output to that of the dynamic system in terms of the parameters of its 

unique structure. With this caveat, we make the following observations for Eqs. (18a,b). 

First disregarding the noise on the plant and the measurements, if the parameter matrices P, 

R, Q, and the forms of the nonlinearities N are the same in both (18a and 18b) then, inherently the INN 

will only learn to eliminate the measurements error. When this is accomplished it should produce no 

output since there will be no need for corrections. When there are noises w and v on the plant and 

the measurements, the INN will still train as best as it can since it is focused only on the output error 

and does not require explicit information about what constitutes the system output, noisy or not. It 

may be surmised that, it will try to learn the noise as well if the noise appears to have a structure. 

When there are differences in the structures and/or parameters of the dynamic-systems repre- 

sented in Eq. (18a,b), the INN will again try to minimize the output error between the two systems 

which is the only task it is charged with and the motivation for its learning. Consequently, it will also 

try to learn to make up for the modelling differences between (18a and b). To this end, it will try to 

map the structural differences between the two models in its own terms. In this case, the INN will 

have to provide continuous correction for the differences between the estimator and the dynamic 

system.  Once the INN converges, Eq. (18a) becomes an "identified model" of the physical system. 

The validity of the above conjectures will be illustrated by examples in the next section. In 

summary, the form of the postulated hybrid estimator dynamics Eq. (18a) together with the INN and 

the formalism of the AEM is anything but restrictive. Furthermore, when interpreted properly with the 

properties of neural-networks one indeed obtains very broad and powerful ranges of possibilities of 

practical interest to study including both state estimation and system identification. 

In reality, although one may not have perfect model information about physical systems; one 

is never clueless about appropriate physically reasonable models of the systems either. In this case, 

it is reasonable to exploit whatever information one has about the system and utilize it together with 

an INN as in Eq. (18a) to leave the discrepancies for the INN. In our case, the particular model struc- 

ture we choose to work with the NN is the AEM given by Eq. (18a). Note that Eq. (18b) serves as a 

convenient model of the physical system to be used as a NN trainer, therefore, it does not have to be 

in the form of AEM. However, in Eq. (18a) we precisely choose to use the AEM form for the potential 

the AEM formulation offers for the control of general dynamic systems via the DCM as discussed 

previously. From the perspective of system identification, the unmodifiable AEM part of the estimator 
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(18a) can be based on the best available model of the system or on a model related to the system to 

be identified; all parameter modifications take place only within the INN structure. Once the postulated 

AEM-neural estimator of Eq. (18a) is trained to emulate the physical system then it can be used 

faithfully for all design purposes. To this end, since the nonlinear structure of the trained INN and its 

parameters are known, from the perspective of AEM/DCM, it effectively becomes part of the nonlinear 

terms. That is, with a control input, and the INN in the loop, by redefining the nonlinear term and 

showing its arguments explicitly, Eq. (18a) can be rewritten as 

Pö+RXQ+N{N(ti,X0),Qf,lNN(y,9)) + Qß = 0 (20) 

which is exactly in the form of Eq. (10) where tt, x0 are now the same as a, x0 since Eq. (20) emulates 

the physical system. Design of optimal controls for the nonlinear estimated/identified system of Eq. 

(20) by using the DCM will not pose a problem now. 

Application of the Method 

The hybrid AEM-Neural estimator configuration originated because of the author's plan to 

implement the DCM experimentally on a vibration control problem of interest to the Air Force at the 

Phillips Laboratory in the near future. One of the experimental models in the laboratory is a linear 

dynamic flexible beam with a number of surface mounted piezoelectric actuators and sensors. Another 

experimental model is the nonlinear double-flexible-link PACE (Planar Articulating Controls Experiment) 

structure. As an immediate application of the concepts presented in the previous sections, we focused 

on a linear system and left the demonstrations for nonlinear systems as a future undertaking. 

However, it should be realized that nonlinear systems pose no difficulty for the AEM/DCM (in fact, the 

approach thrives for nonlinear systems) and certainly neural-networks are also most capable of dealing 

with nonlinear systems. Therefore, the combination of the AEM/DCM with neural networks for 

nonlinear systems appears to offer attractive possibilities as can be inferred from the discussions in the 

preceding sections. Our consideration of the linear systems at this point is a matter of convenience. 

Furthermore, a point of immediate interest is to verify the observations regarding the possible 

capabilities of the hybrid form of estimator dynamics of Eq. (18a) elaborated in the previous section 

without having to get involved in the excessive computer code development during the relatively short 

period of residence at the Laboratory. 

The neural-network innovations block of Fig. 1 and Eq. (18a) is designed by using two hidden 

layers with the back propagation algorithm. For the first hidden layer, hyperbolic tangents were used 

as activation functions. Since the amplitudes of these functions are limited to (-1,1), the second 

hidden layer used unit activation functions to be able to accommodate the unknown range of signals 

that will be propagating through the network. The weight adjustment procedure for the network by 
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back propagation is standard and will not be repeated here. Referring to Fig. 1, it is noted that the INN 

performance error is not immediately at the INN output layer and is ahead of it through the P" and the 

continuity blocks. For back propagation, the error to be backpropagated to the INN output layer can 

be shown to be 

rOUt _   ^     dJ/W    d*0/        d/ft t = 1 „ (Ola) 

** -S-asrwrar *=1 n° (21a) 

where n and nff are the number of generalized coordinates and the total a-states and lk denotes the k-th 

output of the INN and JNN is given by Eq. (19b).  Carrying out the operations one obtains 

M (21b) 

Co/- *or*oi>      f'k " ! "TanhH •) 

in which the error weighting matrix QN is assumed diagonal. The back propagation algorithm proceeds 

as usual by using the above form of 6k through the output layer of the INN. Similarly, instead of state 

estimation error, if the measurement estimation error Eq. (19c) is used for the INN performance, the 

back propagation error term will be 

m 

*?*--£ Q//(K-?>/<csp-W* (210 
/-I 

Thus, in both cases, one simply pushes backwards the performance errors through the fixed-forward 

structure of the estimator to the innovations INN block and the back propagation continues there on. 

Both of the algorithms in Eq. (21) can be used for on-line training as depicted by Fig. 1. 

The following computer simulations have been performed as proof-of-concept studies. 

A Sinole-Dearee-of-Freedom System: A simple spring-mass system with the mass and stiffness 

parameters of 1 and 10, respectively, was considered. Initial displacement and velocity were taken 

to be 1 and 0. A single displacement measure was taken. The initial state estimates x0 were taken 

to be zero. No initial states for the a-states are needed. Two a-states corresponding to acceleration 

and rate of acceleration (jerk) as coefficients of parabolic and cubic (in time) assumed-time modes 

expansion in Eq. (1) were sufficient to simulate the system faithfully for a transition interval of (t^ tj), 

0.01 seconds. The INN used 3 inputs corresponding to the current and past two time-delayed 

measurement errors. The two hidden-layers had each 20 neurons and the output-layer had as many 

outputs as the total number of a-states to be estimated. 

The learning rate was /7=0.25 with a momentum gain of 0.5. In each case studied, it took 

about 3,000 transition intervals for the NN to learn the states. Figures 2a show the displacement and 

its estimate in the closed-loop system when a linear optimal direct control law is implemented by using 

the estimates a and x.   The weightings for the quadratic regulator design were wq = 1, w^=50, 
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fy = 0.1. In these deterministic cases, after learning successfully, the innovations NN ceased to yield 

output as expected since it was using measurement errors as inputs and perfect knowledge of the 

plant model was assumed. 

Next, the estimator was trained in the presence of both zero-mean Gaussian plant and measure- 

ment noises of unit variances with gains of 10 and 0.2, respectively. Figures 2b show the closed-loop 

responses for the displacement and its estimate when the noise trained estimator implemented the 

optimal direct control law that was designed for the deterministic case. It should be noted that the 

actual system response that is realized is the smoother "displacement" curve on the left although the 

noisy a and x-estimates like the "displacement estimate" were fedback to implement the control law. 

The third case considered parameter uncertainty, hence the estimator was essentially an 

identifier. It was assumed for the physical system of Eq. (18b) that the spring stiffness was 15 

whereas in Eq. (18a) for the estimator an incorrect model with the (previous) stiffness of 10 was 

retained, however, both systems had the same mass. Again the estimator trained successfully in spite 

of the parameter error. As surmised, the innovation NN, however, provided continuous output to 

compensate for the mismatch between the model and the assumed model used in the estimator design. 

It can be said that the innovations NN emulated this mismatch in its own structure. Figures 2c show 

the closed-loop responses for the displacement and estimates of the actual system controlled by the 

AEM-INN estimator which was based on the wrong (or a different) model of the system. 

A Multi-Deqree-of-Freedom System: A 3-mass (m = 2,4,1), and 3-spring (k=10,10,10) system 

restrained at one end was considered. A two-term ATM expansion for each coordinate with a 

transition interval of 0.01 sees, was used as the AEM model. The neural network used the current and 

past four measurement sets as inputs each consisting of three displacement measurements. The two 

hidden-layers had 35 and 25 neurons with a learning rate of 0.2 and the momentum gain of 0.5. It 

took about 30,000 transition intervals for the AEM-INN to estimate the states. Figure 3a shows the 

closed-loop responses of the coordinates via an optimal DCM control law using three control inputs 

with weights wq = [1], wq = [50 50 1], Rf 0.1, implemented by the AEM-INN estimator. Note that 

although the estimates appear oscillatory, the actual system response realized is smooth as shown by 

the figure on the left. 

Next, we considered the 3rd order modal dynamics of the system. However, our interest was 

in a reduced-order model of the system for estimation and control purposes. We assumed the reduced- 

order model to be the lowest mode and trained the INN to estimate the states of the first mode. The 

INN used as input the measurement error between the output of the full-order (3rd order) system and 

its estimated output based on the reduced-order (1 -mode) model. The same neural network parameters 

given above were used. The estimator learned the first mode in about 2,000 transition intervals.  In 
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contrast, previously, for the training for the full-order model, it was the first mode that was hardest 

to learn which had delayed the learning to 30,000 steps. Figure 3b shows the output due to the first 

mode and its estimate and the actual plant output of the 3rd-order system that was fedback to the 

INN. Effectively, the NN was able to learn to filter out that part of the response we are not interested 

in (the higher two modes) and give us the desired estimate for the reduced-order model. We have thus 

constructed a modal neural estimator targeted for a specific mode. The objective of this example was 

to demonstrate that the AEM-Neural estimator can be trained properly even in the case of model 

truncation which is another source of uncertainty besides parameter errors. Certainly, the reduced- 

order model can be any subset of the physical system. Note that since we demonstrated the case also 

for parameter uncertainty, one may presume that the parameters in the reduced-order system do not 

have to be known exactly either. 

Concluding Remarks 

In this work, we showed the viability of designing a hybrid algebraic equations of motion-neural 

estimator to implement an algebraic optimal control approach referred to as the Direct Control Method 

(DCM). The novel feature of the algebraic equations of motion (AEM) based DCM is that no resort to 

any differential equations is made nor any knowledge of differential equations is required. The 

AEM/DCM presents a unified approach to dynamics and control of general nonlinear, linear, time- 

variant, time-invariant systems. The AEM/DCM approach is naturally compatible with neural-network 

architectures and the advantages of both theories can be combined to develop a unique and powerful 

method for dynamics and control of complex dynamic systems with on-line capabilities. Therefore, 

the implementation of the DCM is studied by using a neural-network based estimator. All simulations 

illustrated in this report operated in on-line mode. 

The hybrid neural network estimator uses available modelling information (which does not have 

to be exact) about the system as an unmodifiable part and the remaining part of its structure 

represents a trainable innovations neural-network (INN) which maps the differences between the 

system and the estimator. In this regard, the proposed estimator structure can also serve as a system 

identification model. Although the concepts are proposed for general nonlinear systems, during the 

relatively short tenure of the author's residence at the Laboratory, it was only feasible to present, in 

this report some proof-of-concept computer simulations for single and multi-degree-of-freedom linear 

systems. We demonstrated that the hybrid AEM-Neural estimator can learn to estimate or emulate the 

generalized algebraic states of the system in both deterministic and noisy environments and with 

modelling errors as parameter uncertainty or model truncation in the estimator. Extension of the 

method to nonlinear systems is straightforward and is left as a future endeavor, to exploit the full 

potential of the DCM and the neural-networks, and the theoretical and practical implications of the 

25-17 



ideas illustrated herein.   To this end, the double-flexible-link nonlinear PACE (Planar Articulating 

Controls Experiment) structure at the Phillips Laboratory appears to be an ideal candidate. 
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Abstract 

We developed a variational, scalar-field treatment of the guided modes and their propagation con- 

stants for a multiple-core optical fiber consisting of many single-mode single fiber cores closely spaced 

inside a common cladding material. The variational procedure, when supplemented with symmetry con- 

siderations, produced without great effort the modes and their wavevectors for a highly symmetrical 

arrangement of an arbitrary number of cores. By employing these modes, we computed an expression 

for the coupling efficiency of an arbitrary wavefront focused into such a fiber. We argue that such a 

fiber should be more strongly coupled than the standard single-core single-mode fiber to an arbitrary 

wavefront due to a piecewise coupling of the wavefront to the multiple-core fiber. The improved coupling 

efficiency is illustrated for a variety of turbulence-induced wavefront distortions typically seen by ground- 

based imaging systems. Coupling efficiency improvements by about an order of magnitude are possible 

under severe turbulence conditions, when compared with the performance of standard single-core single- 

mode fibers. Also, by making use of evanescent-field interaction among cores which causes a nontrivial 

evolution of core excitations and mutual coherences with propagation, one can generate sub-beams of 

light, one for each core, with comarable excitations and high mutual coherence. Such sub-beams from 

different telescopes of an interferometric array, when combined with each other, will generate fringes of 

high quality with rather modest co-phasing and adaptive corrections. Furthermore, the MC fiber design 

is rather insensitive to the conditions of turbulence, which makes MC-fiber couplers very attractive for 

ground-based interferometry. 
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I. Introduction 

The principal advantages of using single-mode (SM) optical fibers in interferometry derive from the 

fact that such fibers serve as spatial filters1 that reject any spatial noise imposed on wavefronts. The 

perfect spatial coherence of the guided mode is manifested in SM-fiber interference experiments in high 

fringe visibility, which is independent of imposed noise or seeing conditions," rendering SM fibers as 

essentially ideal optical couplers for interferometry. The only problem is that the sensitivity with which 

fringes can be detected can be quite low due to a highly inefficient coupling process. To remedy this 

problem, we have proposed the use of a different kind of fiber, one with multiple cores, which is expected 

to be better matched to an arbitrary wavefront than the standard single-core fiber. By employing a 

multiple-core (MC) fiber, one can retain all of the advantages of a SM fiber that derive from perfect 

spatial coherence of a single guided mode, but at the same time can significantly boost the coupled power 

fraction. The details of this work are described completely in Refs. 3 and 4, which will soon be submitted 

for publication. Here we shall only present the most salient aspects of this work. 

The chief objective of this paper is to demonstrate unequivocally vast improvements in coupling 

efficiencies possible with a MC fiber. We shall briefly review the general variational analysis we developed 

over the summer to address the guided modes of a MC fiber, on which the calculation of coupling 

efficiencies is predicated. The particular MC fiber we have studied in detail has 7 cores arranged in a 

highly symmetrical hexagonal geometry, in which one core is surrounded by 6 other, regularly spaced 

cores, as shown in Fig. 1. All of the nearest-neighbor separations are identical for this particular geometry. 

This case is of special relevance to the proposed 7-element CHARA interferometer.5 One can envision an 

alternative design of the CHARA array in which each telescope beam is divided into 7 sub-beams for 21 

distinct pairwise beam combinations (42 sub-beams), with the remaining 7 sub-beams (1 sub-beam per 

telescope) for fringe tracking. By coupling light in the focal plane of each telescope to a 7-core fiber, one 

obtains simultaneous excitation of 7 individual cores with an inner-outer core excitation ratio that can 

be altered, via evanescent fields, by allowing light to merely propagate in the MC fiber. After a certain 

propagation distance when requisite relative excitation has taken place, the cores of the fiber can be 

spatially separated into 7 individual single-core single-mode (SCSM) fibers, thus producing 7 sub-beams 

as desired. 

A highly desirable feature of our MC fiber is the insensitivity of its optimal design parameters relative 

to changing conditions of turbulence. In other words, a MC fiber once designed and fabricated is expected 

to remain optimized for large variations in seeing and other noise conditions. We shall see this in detail in 

all our results on coupling and propagation. For example, the core radius for optimal coupling will turn 

out to be roughly half the Airy-disk radius corresponding to diffraction-limited imaging, independent of 

the size of the pupil relative to the Fried coherence diameter r0 characterizing atmospheric turbulence.6 

As we have indicated in Ref. 3, the fundamental reason for the robustness of the optimal design lies 

in the nature of the coupling of fields into the fiber, which depends only on the correlation properties 

of the focused field, not on its seeing-dependent intensity profile.   Not surprisingly, this robustness is 

26-3 



FOCUSING LIGHT INTO A MULTIPLE-CORE FIBER 

Sudhakar Prasad 

already present in the much discussed coupling into a standard SCSM fiber. We shall also see that the 

propagation distance required for achieving a certain degree of relative core excitation or coherence is 

also independent of the conditions of atmospheric turbulence, although for a different reason. As we shall 

examine in detail later, this independence results from the fact that the statistics of turbulence induced 

distortions of the wavefront are spatially isotropic and homogeneous, which implies certain mode-mode 
correlations in the guided field. 

IT. Review of the Variational Method 

The variational method that we have adopted to address the modes and their propagation constants 

for a MC fiber is described in detail in Ref. 3. Here we only present a summary of the method. In 

the weak-guiding regime, in which the core and cladding refractive indices, nco and nci differ very little: 

An- = n2
C0 — n~d « n~0, the modes of the MC fiber at frequency w may be taken to be linearly polarized 

with an amplitude distribution U\(p) (A: mode index) that can be expressed accurately as a linear 

combination of identical excitation profiles located about the individual core centers pj. A suitable core 

excitation profile is the Gaussian form, u(p) = e\p(-p2/2pl), so that U\(p)exp(iß\z) with 

Ux(p) = £ af'e-l^l^o (1) 

describes a traveling mode of the MC fiber. The coefficients »jA) and the modewidth parameter p0 are 

variational parameters that are chosen so as to maximize the largest propagation constant ß\ correspond- 
ing to the lowest-order guided mode. 

This procedure, when supplemented with symmetry considerations as described fully in Ref. 3, 

enables us to compute the characteristics of all 7 guided modes for a symmetrical 7-core fiber, in which a 

core is surrounded by symmetrically located 6 other cores. For the underlying hexagonal geometry, the 

modes can be classifed into two sets. The first set, has 5 modes, labeled A = 1,.., 5, in each of which the 

central core is completely unexcited, while the surrounding outer cores are excited with amplitudes 

aW _ ei2n\j/6 for  i=l,..,6, (2) 

which are the complex amplitudes at the core centers corresponding to A complete waves around the 

circle containing those centers. These modes do not all have different propagation constants. In fact, 

a little reflection shows that the A = 1 and A = 5 (and similarly A = 2 and 4) modes have amplitudes 

on each core that are merely complex conjugates of each other. Under complex conjugation, a forward 

traveling mode merely reverses direction without a change in the propagation constant, so it is evident 

that A = 1, 5 and A = 2, 4 define degenerate pairs of modes. Thus there are only five distinct propagation 

constants, /?±,/?i,/?2, and ß3. The complex-conjugation symmetry is actually equivalent to the reflection 

symmetry of the core geometry about any diameter passing through oppositely located cores. The second 
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set has two modes, labeled ±, in each of which the outer cores are all excited with the same amplitude and 

phase, while the central inner core has an amplitude that is \a±\ (computed in detail in Paper I) times 

that of any outer core and has in-phase (for the + mode) or out-of-phase (for the — mode) excitation 

relative to any outer core's. 

All of the mode propagation constants can be computed by means of the ratio 

which can be computed in terms of Gaussian integrals. It is the + mode that, of all 7 modes, has the softest 

core-to-core complex-amplitude variation in the transverse plane, and so has the largest longitudinal 

wavevector or propagation constant ß+. The final variational parameter po was determined numerically; 

it was adjusted until the largest eigenvalue /?+ attained its maximum value. 

This finishes our brief review of the variational method. 

III. Coupling Atmospherically Corrupted Waves: Application to Ground-Based Interferometry 

As we have remarked earlier, use of a fiber for beam coupling, transport, and recombination in 

an interferometer is highly desirable for many reasons, two of which are its mechanical flexibility and 

seeing independence of fringe visibility in interference of two SM fiber beams. The use of a MC fiber 

has been motivated by the need to enhance the low coupling efficiency of a standard SM fiber, without 

compromising the perfect spatial coherence of its guided mode. We consider here coupling wavefronts 

emitted by a distant point source which in arriving on the ground have propagated through a turbulent 

atmosphere characterized by rapid refractive-index fluctuations and so have become highly aberrated. 

We shall consider this problem for a wide variety of atmospheric turbulence conditions, and show that 

the coupling efficiency can improve many-fold with the use of a MC fiber, rather than the standard SCSM 

fiber, depending on the severity of turbulence. 

Imagine a distant point source in the sky that, emits a spherical wave of a single frequency w = 

ck. By the time the wave arrives at the top of the terrestrial atmosphere, it is essentially a plane 

wave over large transverse distances with a constant electric field Eo, say of amplitude 1. Were it not 

for the inhomogeneities of the atmosphere, the wave at the ground would have been just the phase 

factor exp(?nowL/c) corresponding to an atmospheric optical depth UQL. But due to turbulence-induced 

refractive-index fluctuations, the wavefront can only statistically be described. In terms of the Fried 

parameter, ro, which describes the extent of spatial coherence in an atmospherically corrupted wavefront, 

the second-order field correlation function Fo(|r — f'\) in the wavefront can be writen down in the form 

r0(\F-r'\)=(E0(f)E;(r')) 
— /ei<l>(r)e-i(p(r')\ 

_e-3.44(|?-i''|/ro)s/3[l-(|r--r-'|/D)1/3]_ (4) 
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The power coupling fraction 77 into guided modes of the MC fiber can be expressed in terms of the 

overlap integrals 

Ox = J E(p)U'x(p)d2p (5) 

between the guided-mode profiles U\{p) and the focal-plane field profile E(p) and the mode normalizations 

N> = J\U(p)\Wp (6) 

as 

r,=   £   \Ox?/Nx. (7) 
A=±,l 

Since the focal-plane field is merely a Fourier transform of the pupil-plane field times the pupil function, 

i.e. 

E(P) = JJAT fp{p';D/2)Eo(p')e-i{ktmr<r-p', (8) 
2.-KIJ J 

(/: focal length and P is 1 for \p'\ < D/2 and 0 elsewhere), one can express the overlap integral, written 

in (5) in the focal plane, in the pupil plane according to Parseval's theorem. That latter form involves 

the Fourier transform of the fiber mode U\, obtained by propagating it backwards to the pupil plane, 

which can easily be done for a superposition of identical but displaced Gaussian forms. When this is 

substituted into (7), the coupling efficiency ?? is obtained for a given realization of the pupil wavefront. Of 

course, since the pupil wavefront can only statistically be specified, the coupling efficiency 77 too can only 

statistically determined. By taking the average of the resulting expresion over atmospheric fluctutations, 

the following average coupling efficiency is obtained: 

(ri) :16 (El)2 -ai j ff  f <Pfi"r0(D\p'-ß"\)e-**'('?W+>"*> 

XEJ-TEE4X,^V^^^-^^"', (9) 

in which a is the ratio of core radius a and the characteristic size of the diffraction-limited Airy disk, 

RD = 2irf/(kD), i.e., 

Ö = a/RD = akD/(2irf). (10) 

It is form (9) that we numerically computed for different R/a, V, a/RD values under varying conditions 

of atmospheric turbulence characterized by different D/ro values. 

In Figs. 2 and 3, we have plotted the average power coupling efficiency (?;) as a function of the core- 

radius-to-Airy-disk-radius ratio for D/ro =5 and 10, respectively. In each figure, two V values, 2 and 2.4, 

were used and the core-core separation was maintained at, 3 times each core radius. For comparison, the 

standard SCSM fiber result has also been plotted for each V value; this was obtained directly by limiting 
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the A as well as the j and t sums in (10) to one term and using the relation p0/a = l/V2\nV valid for 

the standard SCSM fiber.7 The improvement is already dramatic for D/r0 = 5, for which the MC fiber 

numbers are 33.6% and 29% for V = 2 and 4, respectively, as opposed to the SCSM fiber numbers of 

about 11%. The factor 3 improvement with D/r0 = 5 is exceeded by the factor 5.5 improvement when 

D/r0 is 10; the numbers for the MC fiber are 11% and 10%, while the SCSM fiber comes in at about 

2%. There is a clear trend: the worse the distortions of the wavefront, the better the relative coupling 

efficiency of the MC fiber. This is because each individual core of a MC fiber is exposed to a rather small 

portion of the wavefront with correspondingly high coherence relative to the single core of the standard 

SCSM fiber which sees almost the whole wavefront with much lower coherence. Since the coupling to 

the cores of a fiber is a coherent overlap process, the MC fiber is guaranteed to couple more strongly. 

Note the implications of this result for ground-based interferometry. Without the use of adaptive optics, 

with 1-meter-aperture telescopes operating under a typical ?'o of about 10 cms at optical wavelengths, 

substituting MC fibers for SCSM fibers would enable the interferometer to image sources that are about 

5 times fainter. This would represent a gain in limiting visual magnitude of about 2 over that achievable 

with conventional fibers. 

There is another extremely important observation to make here. Note that for optimal coupling, 

the ratio of the core radius to the radius of the diffraction-limited Airy pattern is roughly between 0.5 

and 0.6, regardless of the strength of turbulence as represented by the D/r0 ratio. For a fixed pupil 

diameter D, this implies independence of the optimal core radius from the conditions of turbulence, 

so that the same MC fiber will optimally couple for varying 7-0 values. Such robustness of the MC- 

fiber design arises fundamentally from the fact that in the image plane, the structure (although not the 

magnitude) of field correlations, or in other words spatial coherence, is independent of any variations of 

r0, depending only on the pupil diameter.8 Fiber coupling, being a coherent overlap process as noted 

above, should therefore remain optimized for a given aperture diameter, independent of r0 or the degree 

of any adaptive corrections or any other source of pupil-plane aberrations. It is worth noting that this 

result is valid for any coherent coupling process, including coupling into a standard SCSM fiber. 

IV. Propagation of Guided Field and Evolution of Core-Core Coherence 

Having addressed the coupling process, we now turn to the problem of propagation of the guided 

field inside a MC fiber. This is an important consideration, since at some point down the fiber length, 

the cores have to be physically separated to form 7 individual SCSM fibers carrying 7 sub-beams. For 

ease of calibration of the fringe visibility, it is useful to ensure that all sub-beams have roughly the same 

strength, even though at the initial coupling in the focal plane, the central core would clearly see a larger 

field and so carry a stronger sub-beam than the outer ones. But as the field traverses the fiber, evanescent 

fields cause the overall field configuration to evolve. An example of this evolution in which a plane wave 

was focused and coupled into the fiber was covered in Ref. 3. 
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Here, we discuss the scenario in which atmospherically aberrated wavefronts are focused into a 7-core 

fiber. When aberrated waves are involved, a lack of azimuthal symmetry of the field being coupled in 

means that all 7 guided modes of the MC fiber will in general get excited, not just the ± modes. However, 

when a wavefront is statistically described with a point-to-point structure function that depends only 

upon the distance between the points, then the azimuthal symmetry of the pupil again implies certain 

decorrelations in the excited modes of the MC fiber. It is this sort of aberrated wavefront that is of 
concern to us here. 

For an amplitude gx of excitation of mode A, the jtii core excitation amplitude aj(z) after distance 

z of propagation is given by the relation 

M--) = 5>a<AV**, (11) 
A 

where gx = Ox/Nx. Since gx is proportional to the overlap integral Ox between the pupil-plane field and 

the mode field distribution propagated backwards to the pupil, we can express the core-core correlation 
matrix elements 

cjt(z) = {aj(z)am
t(z)) (12) 

in terms of the pupil-plane field correlations. The final result of this analysis is 

cit(z) = EEaf^'V^-^^,), (13) 

A      A' 

where the mode-mode correlations are given by the expression 

6 

xfo(|p/-p"|)e-3*a(^)VC'a+''":'>e,'2,r(?H^^,-^^"») (14) 

Given the form (14) of mode-mode correlations, it can be shown that for A, A' = 1,..,5, the modes 

are uncorrelated, i.e., 

(9x<Jy) = 0  for   A^A' = 1,..,5. (15) 

It can be further shown that the correlations between the A = 1,.., 5 modes and the ± modes also vanish. 

In fact, the only correlation that survives is that between the ± modes. In view of such decorrelations, 

Eq. (13) shows clearly that any dependence of the core-core correlations on the propagation distance z 

must come only from the ±-mode correlations. The core-core correlations are thus characterized by a 

single sinusoidal function and are therefore perfectly periodic in ~, with a period equal to 2ir/\ß+ -/?_|. 

Thus, when the aberrated wave has an isotropic and homogeneous statistical form, the variations of 

core-core correlations with propagation distance are characterized by one and the same period. Note that 
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by setting j = £ in (13), we can obtain the rms excitation of a particular core j, while the normalized 

correlation of fields in the inner and an outer core is obtained by taking the ratio 

To: = -P=- (16) 

In Fig. 4, we have displayed the evolution of the rms excitation of any outer core and of the inner 

core for D/r0 = 10. The propagation distance in these figures is in units of 2nci/(kAn2), which is equal 

to the vacuum wavelength times nc(/(5rAn2). Two values of R/a, namely 2.5 and 3.5, were used while 

the core radius was fixed at O.QRD and V at 2. For the case of closer cores, clearly the cross-talk between 

the cores is higher and the exchange of energy between the inner and outer cores happens over a shorter 

distance. Note also that for the farther-core case although the initial excitations of the inner and outer 

cores are more disparate, with propagation they approach each other more closely. In fact, they become 

approximately the same after a half integral number of periods of propagation. In order to design a MC 

fiber with the capability of producing equal-strength - or nearly so - sub-beams at its output, we need to 

separate the cores of the fiber at about half the period (at which the first closest approach of inner-outer 

core excitations occurs) into individual SCSM fibers, each carrying a sub-beam. The separation process 

must take place adiabatically along the propagation direction, so as to prevent leakage of energy into 

radiation modes of the intermediate core geometries through which the MC-fiber core geometry must 

evolve. 

In Fig. 5, we have plotted the normalized correlation 701 between the fields carried by the inner core 

and an outer core of the MC fiber, as a function of the propagation distance in the same units as in the 

earlier figures. Since for D/r0 = 5 the image-plane correlations are stronger8 than for D/r0 = 10, the 

inner-outer core fields are expected to be initially more strongly correlated in the former case. What is 

remarkable, however, is that as the core excitations approach each other (see Fig. 4) with propagation, 

that initial correlation improves significantly. The improvement is by a factor of 2 for R/a = 2.5 and 

about 7 for R/a = 3.5, both at D/r0 = 5. For D/r0 - 10, these improvement factors are understandably 

lower, by a factor 2 or so at best. Since the separation of the MC fiber into 7 individual SCSM fibers is 

designed to occur when the core excitations are the closest, the sub-beams generated in this manner will 

also have the highest correlations possible. Enhanced correlations are of great value for interferometry, 

since they represent reduced mutual phase and amplitude fluctuations of the sub-beams. As an example, 

consider the normalized correlation of about 0.45 possible with D/r0 = 5 and R/a = 3.5. If all of the 

decorrelation implied by this value were to be due to phase fluctuations, then this would mean a root- 

mean-square (rms) mutual phase fluctuation A0,.mj of the core fields given by the following expression 

valid for Gaussian statistics: 

7oi=0.45 = e-(1/21A*2"", 

which amounts to A<f)rm, about 1.26 rad, or about a fifth of a wave. These considerations suggest very 

minimal requirements of phase and amplitude compensations to be implemented in each arm of the 

interferometer using MC fibers, even under conditions of high turbulence. 
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As we have noted before, the fundamental period of evolution of the core-core excitations and cor- 

relations is fixed by the the MC fiber, being equal to 2n/\ß+ - #_|, and not by conditions of turbulence, 

i.e. not by the D/r0 ratio. This is clearly exhibited in Figs. 4 and 5. A similar kind of independence 

from atmospheric conditions, although arising for entirely different reasons, was noted in Sec. Ill for the 
ratio a/RD needed for optimal coupling. The insensitivity of a/RD that optimizes the initial coupling 

fraction and of the period of the evolution of the core excitations and correlations with respect to atmo- 

spheric and other aberration conditions is clearly of utmost importance to the design of a MC-fiber based 
interferometer. 

V. Conclusions 

In this paper, we have reporte on the development of a variational scalar-field approach to the 

computation of the guided field modes of a multiple-core fiber and the use of the resulting mode char- 

acteristics to demonstrate large theoretical enhancements in coupling efficiencies when MC fibers rather 

than standard SCSM fibers are used. The specific MC fiber we have considered in detail is one with 7 

cores. The enhancement can be many fold; for D = 5)-0-sized apertures, the improvement factor is about 

3 while for D = 10r0, that factor rises to 5.5. Such efficiency gains represent impressive limiting visual 
magnitudes gains, upto about 2. Furthermore, the core radius at which maximum coupling takes place 
is independent of the conditions of turbulence, provided the pupil diameter is kept fixed. 

We also computed the evolution of the core excitations and coherences as a function of the prop- 

agation distance in the MC fiber. Although initially energy is concentrated in the inner core, with 

propagation evanescent fields cause a periodic transfer of average energy between the inner and outer 

cores, even when the input wavefront is corrupted by atmospheric turbulence. This periodicity as well 

as the value of the period is set by the design of the MC fiber, and is independent of the atmospheric or 
other aberration conditions. The inner-outer-core mutual coherence has also the same periodic evolution, 

and in fact when the average core excitations have the smallest difference, at half-integral periods along 

z, the mutual coherences are also at their peak. Thus, the optimal value of the distance at which the MC 

fiber is to transformed into single-core fiber outputs is the same from the viewpoints of both the relative 

core-core excitation and the mutual core-core coherences. Furthermore, this optimal criterion, like the 

value of the core radius for maximum coupling, is entirely independent of the strength of turbulence, 
which is a highly desirable feature of our proposed design. 

Acknowledgments 

It is a pleasure to acknowledge useful discussions with W. Bagnulo, C. Beckel, G. Loos, S. Restaino, 
K. Scales, and T. ten Brummelaar. The work was supported in part by the US Air Force Phillips 
Laboratory under Contract No. F29601-92-C-0063. 

26-10 



FOCUSING LIGHT INTO A MULTIPLE-CORE FIBER 

Sudhakar Prasad 

References 

1. S. Shaklan and F. Roddier, "Single-mode fiber optics in a long-baseline interferometer," Appl. Opt. 

26, 2159-2163 (1987). 

2. P. Connes, S. Shaklan, and F. Roddier, "A fiber-linked ground-based array," in Proc. Joint NOAO- 
ESO Workshop on High-Resolution Imaging from the Ground Using Interferometric Techniques, 

Oracle, Arizona, ed. J. Goad (NOAO, Tucson, Arizona, 1987), 165-168. 

3. S. Prasad, "Focusing light into a multiple-core fiber: I. Theory," to be published. 

4. S. Prasad, "Focusing light into a multiple-core fiber: II. Application to ground-based interferome- 

try,"to be published. 

5. H. McAlister, W. Bagnulo, T. ten Brummelaar, W. Hartkopf, N. Turner, A. Garrison, W. Robin- 
son, and S. Ridgevvay, "The CHARA Array," in Amplitude and Intensity Spatial Interferometry II, 

J. Breckenridge, ed., Proc. SPIE 2200, 129-139 (1994). 

6. D. Fried,"Optical resolution through a randomly inhomogeneous medium for very long and very 

short exposures," J. Opt. Soc. Am. 56, 1372-1380 (1966). 

7. A. Snyder and J. Love, Optical Waveguide Theory, (Chapman and Hall, London, 1983), Chap. 15. 

8. S. Prasad, "Statistical field correlations in the image plane of a ground-based telescope," Opt. Com- 

mun. 104, 251-258 (1994). 

Figure Captions 

Fig. 1. The hexagonal geometry of a symmetrical 7—core fiber. 

Fig. 2. A plot of the average power coupling efficiency, defined as the ratio of average power coupled into 
the guided modes of the MC fiber and that incident in the pupil, as a function of the core radius. 

The incident wavefront was tilt-corrected over an aperture of size D = 5ro. The upper pair of curves 
(full lines) represents the MC-fiber coupling efficiency while the lower pair of curves (dashed lines) 
represents the SCSM fiber coupling. In each pair, the upper curve corresponds to V = 2 and the 

lower to V = 2.4. 

Fig. 3. Same as Fig. 2, except that D = 10r0. 

Fig. 4. Periodic exchange of excitation between the inner and outer cores of the MC fiber, for V = 

2.0, a/Rd = 0.6, and D = 10r0. The pairs of curves shown full and dotted each correspond to 
two different core-core separations, namely, R/a = 2.5,3.5, respectively. The inner-core excitation is 

always higher initially. 

Fig. 5. Periodic evolution of the normalized correlation between the inner and an outer core of the MC fiber, 
for V = 2.0 and a/Rd = 0.6. Two different D/r0 ratios and R/a are represented; D = 5r0 for the 
full (R/a = 2.5) and the dotted (R/a = 2.5) curves, while D = 10ro for the dashed (R/a = 2.5) and 

the dot-dashed (R/a — 2.5) curves. 
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Abstract 

Many problems in computational physics can be modeled as a computation on a graph or network, for 
example, particle-in-cell plasma simulations. Solving these problems on a massively parallel processor is 
becoming increasingly important. As many parallel processors can also be modeled as graphs, this gives rise 
to the problem of efficiently embedding the "computation" graph into the "processor" graph. We survey 
some of the work done in this area. 

For best performance, this "static" embedding must be supplemented by a dynamic re-embedding (or load 
balancing) as load in a time shared parallel processor varies, or the amount of computation to be done at each 
vertex of the computation graph changes. (The latter is a particular concern in PIC plasma simulations.) 
We give a new algorithm for this re-embedding based on network flows, and discuss an implementation of 
this algorithm and preliminary results from a simulated problem on real parallel hardware. 
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1 Introduction 

Many problems in computational physics can be modeled as a computation on a graph or network, for 
example, particle-in-cell plasma simulations. Solving these problems on a massively parallel processor is 
becoming increasingly important. As many parallel processors can also be modeled as graphs, this gives rise 
to the problem of efficiently embedding the "computation" graph into the "processor" graph. 

For best performance, this "static" embedding must be supplemented by a dynamic re-embedding as 
load in a time shared parallel processor varies, or the amount of computation to be done at each vertex of 
the computation graph changes. (The latter is a particular concern in PIC plasma simulations.) 

The paper is organized as follows. In the next section, we define the relevant graph theory terminology 
and formulate the problem. This section concludes with an example from computational physics. Section 3 
discusses various approaches to the "static" embedding problem, while section 4 discusses our algorithm 
for the re-embedding problem. In section 5 we discuss the implementation, followed by conclusions and 
suggestions for future work. 

2 Graph Computation 

2.1    Graph Terminology 

A graph is an abstract combinatorial structure. A graph consists of a set of vertices (singular vertex), some 
pairs of which are connected by edges.1 Thus, a graph G can be represented as a pair (V(G), E{G)) = (V, E), 
where V is the set of vertices, and E is the set of edges. The set of edges can be thought of as a subset of 
the set of all pairs of distinct vertices (2) ? 

We represent graphs by drawings where the vertices are points on the plane, and the edges lines or curves 
connecting the two vertices, but the geometric information in the drawing is not part of the graph. For 
instance, the two diagrams in figure 1 represent the same graph. If two vertices u and v are connected by 
an edge, they are said to be adjacent, and we write u ~ v.  The collection of vertices adjacent to a given 

1 Graph theory terminology varies somewhat. Vertices are also called nodes or poinis; edges are also called arcs. 
2Here we do not allow multiple edges between the same pair of vertices, nor do we allow an edge connecting an edge to itself. 

Figure 1: Two diagrams representing the same graph 
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vertex v is called the neighborhood of the vertex v; the number of vertices adjacent to v is called the degree 
of v. 

A path is a sequence of vertices v0,vi,...,vk such that each pair {vt, vi+i} is an edge. We also sometimes 
consider the path to be the sequence of edges. If k = 0, so there are no edges, the path is said to be trivial. 
The length of a path is the number of edges in it (so a trivial path has length 0). 

2.2 Graph Computation 

In this paper, we will be considering computations on a graph. We assume that some information is stored 
at each vertex; the computation proceeds as follows: 

1. at each vertex v, information from v is sent to the vertices adjacent to v; then 

2. at each vertex v, computation is done at v using the information at v along with information sent to v 
from its neighbors in the first step. 

We are most interested in doing this algorithm in parallel: each vertex can do its computation (the second 
step) in parallel, and, depending on the parallel model, possibly some of the communications in parallel as 
well. 

2.3 Parallel Machines as Graphs 

Many distributed-memory parallel processors can be considered as graphs. Each vertex represents one 
processor, and each edge would represent a dedicated communications channel between the two processors.3 

To avoid confusion, we will refer to the vertices of a parallel processor graph as processors and to the edges 
as communications links or just links. 

For instance, a graph of an eight dimensional hypercube is seen in figure 2. To run a computation to be 
done on a graph C on a parallel processor graph P, we must decide on an embedding of the graph C into 
the graph P, that is: 

• for each vertex v G V(G), decide which processor p(i>) G V(P) will do the computation for v; and 

• for each edge e = {u,v} G V(G), find a path (sequence of links) p(e) in P from p(u) to p(t>).   (If 
p(u) = p(v), we can choose p(e) to be trivial.) 

There are a variety of ways we can measure the goodness of such an embedding, such as: 

dilation the length of the longest path p(e); 

Perhaps the theory of hypergTapks could be used to handle communications channels such as buses. In a hypergraph, edges 
may have more than two vertices, but the theory is less well developed. 

Figure 2: An eight-node hypercube-architecture parallel processor 
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balance the ratio of the number of [total weight of] the vertices on the processor with the most vertices 
[most total weight of vertices] to that with the least vertices [least total weight]. 

For our purposes, the embedding which produces the shortest run time for a step of computation would 
be best. The exact mathematical description of this would depend on the details of the parallel machine. 
(For instance, whether communications can be done simultaneously by a given processor; whether sends 
and receives are blocking or nonblocking; whether multiple sends, multiple receives, or both can be done in 
parallel, and so on.) 

Suppose our parallel machine is such that messages can be received asynchronously (that is, without 
using the main processor), and the problem is such that we will not swamp any processor with incoming 
messages. Then the total time for a given processor p to complete a step will be approximately:4 

^|p(v) = p]w(y) + max (J^IDP(U) = pjfp(v) # PM
U

> 
V
)' 

maxV[[p(u) = q}jp(v) # ?]HU>V)) q~p   i-~l J 

where w(v) is the amount of computation that must be done at vertex v, and w(u, v) is the amount of 
communications from u to v (and is assumed to be 0 if there is no edge {u, v} in G). The first term represents 
the time necessary to do the computation, and the second that for communications, which is the maximum of 
(the time necessary to send communications from processor p) and (the time to receive communications from 
p's neighbors). (The last expression is the total communications time at each neighboring vertex q; clever 
arrangement of the communications could improve this, depending on the exact details of the computation.) 

This expression assumes all processors and all communications channels have equal speed; this is not 
usually a good assumption. It is obviously a bad assumption in the case of a heterogeneous machine, but 
even with a homogeneous machine which is time-shared, different jobs running on different processors could 
result in inhomogeneous effective speeds for the different processors. 

The total time to complete a step would be the maximum value of this expression over all processors p. 
For different models of parallel communications, and depending on the details of the problem, various of the 
maxs could become ^s and vice versa. 

2.4 The Minimum Communications Graph Embedding Problem 

Because of the differences between different parallel machines, as well as the complicated nature of the 
"correct" expression to be minimized, we will consider on the following simplified problem (which should 
still produce reasonably fast running times). 

Given a computation graph C and a processor graph P, both possibly weighted on edges or 
nodes, find an embedding of C into P so that an equal weight of nodes of C are mapped to 
each node of P, and communications is minimized (that is, with a minimal weight of edges of C 
mapped to edges of P). 

This problem is ./VP-complete. It is obviously in NP (as a decision problem) since the cost of a partition 
can be computed in polynomial time. 

To see the problem is TVP-hard, let C be any graph and P be a graph with two vertices and one edge 
connecting them. Setting all the weights to 1, our problem reduces to partitioning a graph into two equal 
parts with a minimal number of edges crossing, which is well known to be iVP-complete. (See [6].) 

2.5 Examples from Computational Physics 
Many problems involving numeric solving of partial differential equations can be cast as graph computation. 
However, the motivating example for this work is a particle-in-cell method for numerical computation of 
medium density plasma. 

4 Here we axe using the notation that for any statement x, the expression [x] is 1 if x is true and 0 if x is false. 
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In a plasma, there are magnetic and electrical fields interacting with charged particles moving in space; 
the interaction is governed by Maxwell's equations (for the fields) and the Lorentz equations (for the motions 
of the particles). In the particle-in-cell model, space is divided into cubes (cells) by a grid. The fields are 
kept track of on the grid points (or, in more sophisticated codes, on faces or edges of the cubes, with different 
field components having different locations). The particles, on the other hand, are allowed to move freely; 
they are kept track of by which cell they are in, then the coordinates of the particle within the cell. For 
more details, see for instance Birdsall and Langdon [3]. Minor [17] gives details of a more sophisticated PIC 
code. 

The computation graphs we get from PIC codes will have a nice structure. Consider the case where all 
field components are kept track of at the grid points; then the graph will look like the gird, with the addition 
of a point at the center of each cell connected to the vertices ofthat cell as well as the center point of adjacent 
cells. Thus, there would be two types of vertices: one representing the grid points, and another representing 
the cells. In each case, those vertices not on or near the boundary would have degree 14. However, this does 
not limit us to "boxes"; see, for example, figure 3. (Here we only show one grid for clarity). This is a small 
example of a cavity which is of interest to plamsa physicists. 

Because of the movement of particles, PIC simulations have an additional feature: the amount of work 
to be done at the vertices representing the cells will change over time as particles move in the system. The 
amount of computation needed will be (in general) will be unpredicatable, so a dynamic load balancing 
scheme will be required for good performance. 

3    Static Embedding 

3.1    Heuristic Approaches 

As the Minimum Communications Graph Embedding problem is TVP-hard, we do not expect to find an exact 
algorithm to solve the problem that will run in subexponential time. Therefore, most work has concentrated 
on heuristic approaches. In this section, we will survey some of the approaches suggested. Other surveys 
can be found in William [25] and Hendrickson and Leland [9]. 

Most heuristics concentrate on partitioning the graph into two equal parts with a minimal number of 
edges crossing the partition. In the common case of embedding into a hypercube, repeated partitioning can 
be used to get an embedding. 

3.1.1 The Inertial Method 

In the inertial method, we assume that the points of our graph represent points in space. The inertial method 
finds the longest axis of the points, and partitions along that. 

A variant of the inertial method specifically for PIC codes, where space is divided up (particle motion 
being ignored or treated as a weight for different regions of space), has been investigated by Walker [24] and 
by Ferraro, Liewer and Decyk [4]; the latter investigated the dynamic problem as well. 

3.1.2 The Spectral Method 

The problem of finding a minimum cost partition can be expressed as an integer quadratic program. Let us 
assume for simplicity that the number of vertices of G is even and all node weights are 1, so # V\ = # V2. 
We also assume that all the edge weights are 1. 

The condition that there be an equal number of vertices in each of the two parts of the partition is 
expressed by the linear equation ]£,. x{ = 0. The number of edges crossing the partition is given by | £p ~ 
j}(xi - Xj)

2, since if x,- = Xj, (x,- - Xj)2 = 0, while if xf # x,, x{ - Xj = ±2, so (a;,- - Xj) = 4 and each edge 
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is counted twice (once each way). Then we have 

£(*,• - Xjf = ^2(Xi +Xj)
2-2^2xixJ 

i~j i~j i~j 

= xTLx 

where L is the Laplacian Matrix of the graph, L = [hj | i,j € V], is defined by la = degree(i), and for i ^ j, 
Uj = 0 if no edge connects i and j, and /,-,- = -w if an edge of weight w connects i and j.5 

Thus, we have the integer quadratic program 

Minimize xTLx 

(1) Subject to lTx = 0 

Xi ±1 

where 1 is the vector of all Is. 
Of course, this is still ./VP-hard, but it is suggestive. Suppose we now replace the constraint the x be a 

±l-vector with the weaker linear constraint xTx = n. We are left with a quadratic program, which is easy 
to solve: 

Minimize xTLx 

(2) Subject to lTx = 0 
T xx = n 

This program can be solved particularly easily by finding the second smallest eigenvalue of L, as follows: 
Let the eigenvalues of L be Ai < A2 < ■ ■ ■ < An. Then in can be shown that A: = 0, and if the graph 
is connected, then Ai < A2. Furthermore, it is easy to see that if x is an eigenvector with eigenvalue A2 

(weighted such that xTx = 1), then it solves the quadratic program (2). (See, for instance, Hendrickson and 
Leland [10] for details of all of this.) 

The spectral method finds this second largest eigenvalue and a corresponding eigenvector, and then 
rounds to find an approximate solution to the integer program (1). For instance, it might take the vertices 
corresponding to the ra/2 smallest components of the eigenvector and assign them -1 (that is, put them 
in V2), while putting the remaining (largest) n/2 vertices in Vi. This method was introduced by Pothen, 
Simon, and Liou [19]; Hendrickson and Leland extended it to quadrisection and octasection [8]. 

3.1.3     The Method of Kernigan and Lin 

Kernigan and Lin's method [13] is really a method for locally improving a partition, although it can be made 
into a partition finding method by starting with a random partition (or one made with one of the other 
methods). First, the cost or savings resulting from moving one vertex from its current part to the other part 
is computed, and the current partition is saved as "best so far". Then, loop we loop over the following until 
(say) half of the vertices have been moved: 

1. figure out the best pair of vertices to swap; 

2. mark these as moved; 

3. update movement costs; 

4. if the new partition is cheaper than the current best so far, save the new partition as the best so far. 

At the end of the loop, we replace the current partition with the one saved as best so far. This process 
can be repeated as long as better partitions are found, or for a fixed number of iterations. Fiduccia and 
Mattheyses [5] have devised a data structure that allows each loop to be carried out in linear time; Suaris 
and Kedem [23] extended this to quadrisection, and Hendrickson and Leland [11] to the general case (of 
partitioning into n parts). 

5If A is the ordinary adjacency matrix of the graph, and D the diagonal matrix of degrees, then L = D - A. 
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3.2    Other Methods 

Among other methods which have been suggested (mostly for the bijection problem) are: simulated annealing 
[14]; a more easily parallelized algorithm similar to Kernigan-Lin called Mob [20]; algorithms based on node- 
separators [16]; among others. 

3.2.1     Multilevel Methods and the Chaco Package from Sandia 

Multilevel methods have been suggested by Barnard and Simon [1] and Hendrickson and Leland [9, 11, 10, 8]. 
The basic idea is to coarsen the graph by contracting edges. This is done in several steps until the graph 
is fairly small (say, around 100 vertices). This graph is now partitioned (or embedded) as required (the 
method appears not to matter very much) and the graph uncoarsened. After each step of uncoarsening, a 
variant of the Kernigan-Lin algorithm is applied (for local improvement). This work also specifically deals 
with embedding (into a hypercube) the graph, rather than simply partitioning it. 

Hendrickson and Leland have written a computer program, called Chaco, which implements the spectral, 
inertial, and multilevel methods. We used Chaco to generate starting partitions for our dynamic embedding 
runs. 

4    Dynamic Embedding 

In a dynamic embedding (often called load balancing) procedure, we assume that either the work to be done 
at each vertex of the computation graph varies, or that the speed of the processors vary (or both). This 
means in order to avoid imbalance, we have to move vertices of the computation graph between processors. 
This is harder than the static problem, since we have an additional condition: we would like to keep the 
communication necessary to do the movement to a minimum as much as possible. Work by Smith and 
Baker [21] and others suggests that dynamic load balancing is vital to getting good performance from 
massively parallel computers in this sort of problem. 

4.1    Tradeoff 

There may well be a tradeoff between the amount of communications done now to improve the balance of the 
resulting embedding and the goodness of that embedding. The tradeoff would be expressed by the weighting 
the two costs; this weighting would depend on: 

• The expected time to completion of the computation: the longer the computation is expected to run, 
the more we are willing to pay now for savings later. 

• The volatility of the performance variations: the more variation to be expected, the less we would 
spend on making improvements in the embedding (since such improvements would be expected to 
be short lived). If other information is known about the variation in performance (for instance, that 
processors which slow down a little are expected to slow down more in the near future), this would 
also be useful. 

• The ratio of costs involved in move a vertex of the computation graph versus the cost of communicating 
information between processors: the more expensive moving a vertex is, the less we would be willing 
to do it. 

In what follows, however, we all ignore that, and assume that we would just like to maximally improve the 
embedding, though at a minimal cost. 
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4.2 Other Approaches 
This problem is not as well studied as the static balance problem, but there has been some work done. For 
example. Song [22] has a an algorithm for asynchronous load balancing, though it assumes (in our teminology) 
a computation graph with no edges. Ferraro, Liewer and Decyk [4] and Williams [25] also address dynamic 
load balancing. 

4.3 Minimum Cost Flow Approach 
First, we run the computation for some time period with the initial embedding. Measuring the time each 
processor takes to run its part of the computation graph (and, potentially, how long each individual vertex 
of the computation graph takes) gives us a relative performance figure p,- for each processor, measured in 
(for example) seconds per vertex. 

We can now use this information to compute how many vertices should be on each processor: each 
processor gets a number of vertices proportional to the number of vertices it processed in each time step 
(that is, the inverse of the speed). If this could be done exactly, and the speed of the processors did not 
change, then all processors would finish in exactly the same amount of time. Unfortunately, we must round 
to an integer number of processors, and the processors' effective speeds are likely to change. 

The information about how many vertices should be on each processor and the current number of vertices 
on that processor, give us either a number of vertices which should be sent to that processor (a demand) 
or a number of nodes which that processor would like to get rid of (a supply) or neither. We can arrange 
rounding to be done so that total supply equals total demand, though this is not really necessary. 

A minimum cost flow algorithm is then used to generate a flow which matches up the supplies and 
demands by paths in the processor graph. To realize this flow, a processor which is sending vertices pairs 
with one receiving vertices, and a variant of Kernigan-Lin is used to transfer the relevant number of vertices 
and reoptimize the partition between those two processors. (Using the Hendrickson and Leland [11] multiway 
partitioning would be better, but it is not obvious how to parallelize it.) 

5    Implementation 
The current implementation is far from optimal, as it was intended mostly as a proof-of-concept type system. 
It should also be pointed out that it does not actually do a real computation. The implementation runs 
on an Intel iPSC/860 multiprocessor, a 16-node hypercube at Phillips. The hypercube is connected (via a 
front-end) to an ethernet which also includes some Sun Sparcstations. 

5.1 The Distributed Graph Data Structure 
Each vertex is given a unique 32-bit identifier. Each processor keeps track of which vertices of the computation 
graph C it "owns", and those vertices adjacent to those vertices, along with which processor that vertex 
belongs to. Each processor keeps track of its vertices with an AVL-tree. 

AVL trees are one of the many self-balancing trees around. They were chosen because of the existence of 
a freely usable implementation [2]. The relevant details about AVL trees is that a given node (by id number) 
can be found "quickly" (in time proportional to the log2 of the number of elements in the tree), and the 
elements of the tree can be iterated over in linear time (by recursion).6 

5.2 Simulated Load Variation 
Load variation was done entirely in terms of simulated load on the processor; we did not do any variation in 
the cost of the computation at the vertices (though that would actually be more relevant to PIC codes, where 

6 Almost certainly there are better data structures for the job. However, I didn't have time to code anything myself; failing 
the existence of [2], I would have probably used something even worse. 
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the particles move between vertices of the communications graph). There were four different schemes used, 
all involving choosing a random "load" for the processor, then computing how long a simulated computation 
would take based on that time. 

This information was sent to the front end for the min cost flow computation. 

5.3 The Min Cost Flow Algorithm 

The Min Cost Flow algorithm used based on LEDA, the Library of Efficient Discrete Algorithms [18]. This 
is a C++ library which includes a graph data structure7 and some graph algorithms. A minimum cost flow 
algorithm is not included, but using the algorithms LEDA does include, we coded a minimum cost flow 
algorithm from Hu [12, page 169], specifically the one due to Klein [15]. This required the negative cost 
cycle finding algorithm in Hu [12, page 157]. 

Since there was no C++ compiler on the iPSC (either for the processors or the front end), we ran the 
Min Cost Flow algorithm on a Sun Sparestation 10, and used the RPC facility8 to communicate between 
the front end and the Sun.9 

5.4 Results 

Timing runs are shown in tables 1-4. The first half of the table shows the times without load balancing, the 
second with load balancing. The columns marked min and max show the times of the fastest and slowest 
processor, while the columns marked A show the difference in times.  Finally, the real time columns show 
the real time required for the run (in seconds). 

The graphs we used are: 

grid4x4 A 4x4 square grid 

gridlOxlO A 10x10 square grid. 

gridlOxlOxlO A 10x10x10 cubic grid. 

grid20x20x20 A 20x20x20 cubic grid. 

small A small "cactus", similar to 'test', but with a 3x3x6 "box" and lxl "arms". 

test A larger cactus; see figure 3. 

In each run, the graph was started with a partition generated by Chaco, using the multilevel method. In 
table 1, the ith processor was given a speed of (16 - i)/4 vertices per time step. In table 2, the same speeds 
were used, but with small random variations each time. (These two cases were run mostly to debug the 
programs, as it is fairly clear what the results should be.) 

In table 3 and table 4, each processor maintained a simulated job count. The speed was generated by 
giving the simulated process l/(number of jobs) time. In each case, the number of jobs changes randomly 
each time step; in the second, the speed was further modified by a small amount of random noise. 

6    Conclusions 

Based on our results, it seems that dynamic load balancing can give large speed ups in computationally 
feasible amounts of time. More work is needed. 

That's two. 
8 And a third graph representation 

Needless to say, no claim that this is the most efficient scheme is being made! It obviously would have been better to avoid 
the front end, but the nodes did not have RPC facilities available. 
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Figure 3: The cactus graph "test". This graph (and the others used in this paper) was generated by a 
small grid generator written by the author, which reads a 'little language' for describing cubic grids and 
outputs a graph representing that grid in Chaco input format. (The colors represent a partition of the 
cactus generated by Chaco.) The figure was drawn with the help of a graph editing utility also written by 
the author. (Both of these were written while at Phillips.) 
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file - lnone -lflow 
mm max A real time min max A 

168 
real time 

gridlOxlO 35 480 445 5.980 120 288 26.555 
gridlOxlOxlO 315 5040 4725 43.429 1243 2224 981 82.379 
grid20x20x20 2500 40000 37500 290.290 9960 17536 7576 577.349 
grid4x4 0 320 320 2.243 0 320 320 11.640 
small 145 2240 2095 20.342 565 1035 470 47.882 
test 2540 40640 38100 282.223 10116 17792 7676 572.364 

Table 1: Results for static processor speeds 

file - lnone -lflow 
mm max A real time min max A real time 

gridlOxlO 88 309 221 6.952 169 198 29 69.372 
gridlOxlOxlO 791 3247 2456 44.439 1668 1898 230 162.392 
grid20x20x20 6278 25773 19495 290.647 13377 15224 1847 712.788 
grid4x4 0 206 206 3.086 0 201 201 32.508 
small 364 1443 1079 20.899 761 859 98 122.571 
test 6378 26185 19807 283.353 13586 15472 1885 704.784 

Table 2: Results for static processor speeds with random variation 

file Lnone -lflow 
mm max A real time min max A real time 

gridlOxlO 330 686 356 9.257 477 580 103 62.907 
gridlOxlOxlO 3410 6944 3534 46.024 4838 5244 406 155.676 
grid20x20x20 27500 56000 28500 293.060 38774 42087 3313 593.562 
grid4x4 0 448 448 4.692 0 356 356 34.831 
small 1540 3248 1708 22.625 2203 2421 218 110.759 
test 27885 56896 29011 287.461 39362 42741 3379 586.691 

Table 3: Results for dynamic proc speeds 

file - lnone -lflow 
mm max A real time min max        A 

198        29 
real time 

gridlOxlO 88 309 221 6.953 169 69.314 
gridlOxlOxlO 791 3247 2456 44.279 1668 1898      230 162.393 
grid4x4 0 206 206 3.107 0 201       201 32.473 
small 364 1443 1079 20.965 761 859        98 136.427 
test 6378 26185 19807 284.090 13586 15472    1885 710.428 

Table 4: Results for dynamic proc speeds with random variation. (In this case, we were not able to run the 
grid20x20x20 graph to to lack of time.) 
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7 Future Research 

Many areas of future research suggest themselves. For instance: 

• Instead of using a cubic grid, the actual PIC graph could be used. 

• Instead of (or in addition to) simulating processor load, the movement of particles could be simulated 
to give varying amount of computation to be done on each vertex. 

• The algorithm could be tried on real PIC problems, and on different multiprocessors. Those with 
different communications architectures would be especially interesting. 

• The min cost flow algorithm used is not the best known (see, for instance, Goldberg [7]). Furthermore, 
it ought to be done on the parallel processor. This suggests investigating parallel min cost flow 
algorithms; in particular, such algorithms where there is one processor for each node in the graph 
and communications links and edges also correspond. 

• It is not clear that the min cost flow algorithm is needed at all. A local algorithm like that of Song [22] 
(modified to take account of communications requirements) might produce similar speed ups at a lower 
cost. 

• Parallelizing Hendrickson and Leland [11]'s n-way Kernigan-Lin-type algorithm would be useful. 
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Abstract 

The constitutive behavior of solid propellants was studied. The materials are traditionally 

considered to be viscoelastic, with either linear or nonlinear models being used. A number of such 

models exist in the literature. In the present work, experiments were performed on a composite 

propellant to examine the mechanical behavior in detail and to compare the validity of the various 

models. Uniaxial tensile tests were performed at strain rates varying from 2xl0"3 to 103 per min; 

relaxation tests were performed with strain levels from 4 to 20%; finally load-relax-unload and load- 

unload experiments were performed over a wide range of strain rates, strain levels and relaxation 

times. This large data set was all obtained from one batch of solid propellant. The results are reported 

here in detail with some preliminary interpretations in terms of the models. A detailed examination 

of the various models is being pursued and will be reported elsewhere. 
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ON THE CONSTITUTIVE BEHAVIOR OF SOLID PROPELLANTS 

K. Ravi-Chandar 

Introduction 

Solid propellants exhibit an interesting range of nonlinear, time and load path dependent behavior; 

this range of behavior is quite complex and apparently many of the models that exist do not 

satisfactorily predict all aspects of the propellant mechanical behavior. This appears to be particularly 

true in the regions near crack tips where the strains are large, and the material is heavily damaged. 

However, it is necessary to have such a predictive capability in order to be able to handle more 

difficult problems regarding failure, degradation etc. In the following, we describe the results of a 

number of experiments that were aimed at elucidating the mechanisms of deformation that lead to 

the various complex material response characteristics observed. 

Nonlinear Viscoelastic Models 

Solid propellants are generally regarded as viscoelastic materials; it is common practice to 

characterize viscoelasticity using a linear theory and to express it in terms of the relaxation modulus, 

as determined from a relaxation test performed at 3% strain. Standard procedures for this have been 

written into the JANNAF handbook. The limitations of the linear theory at larger times has been 

recognized and there are quite a few attempts towards developing a nonlinear viscoelastic theory, 

(see for example, Farris, 1971, Schapery, 1982). Nonlinear theories have also been developed by others 

(Bernstein et al, 1963, McKenna and Zapas, 1979, Knauss and Emri, 1981, Boyce et al, 1988, O'Dowd 

and Knauss, 1992) for application to other polymeric materials. One of the main ideas of nonlinear 

viscoelastic theories is the introduction of a material clock or shifted time, where the shift depends on 

the volume dilatation, the stress or the strain level etc. Here we shall review two nonlinear models 

and their reduction to linear models; then we will discuss the experiments and results. 

A general one dimensional nonlinear constitutive law, based on a free volume model can be 

described as follows: 

o(t) = \EU(t)-^(r)}^-dT (1) J or 
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E(t) is the relaxation modulus, sit) is the imposed strain rate and £(t) is a shifted time based on a 

material clock concept and is given by 

W = j r   ds 

W) (2) 

Here, 0 is the shift factor that depends on the fractional free volume/ according to the Doolittle 

equation: 

log 0 = (l      1^ 
2.303 (3) 

V/    foj 

f=f0 + adT + Bß '(4) 

where fa is the initial fractional free volume, a is the coefficient of thermal expansion, B is a constant 

and ß represents the source of the nonlinearity either in terms of the pressure or the volume dilatation 

depending on the model chosen; some additional generalizations include consideration of a as time 

dependent and replacing adT with a convolution integral representation. The shift factor is generally 

obtained from experimental measurements of the relaxation modulus over a wide range of the 

parameter space. 

Schapery (1982), has proposed another model, by considering a representation in terms of a 

nonlinear, elastic material and relating its behavior to the viscoelastic material through a pseudo 

strain that is denned through a superposition integral. The pseudo-strain is defined as 

£= —JE(t-T) —-dz (5) 
nR 0 OZ 

where ERis an arbitrary reference modulus and E(t) is the relaxation modulus. It is then assumed that 

there exists a potential function $(&) in terms of the pseudo-strains such that the stresses are obtained 

from <p as: 

°V=^r- (6) 

Schapery allows for 0 to depend also on the amount of damage sustained by the material by using a 

Lebesgue norm of the pseudostrains. Typically, the relaxation modulus is assumed to be determined 

from standard 3% strain level relaxation test and interpreted in terms of a power law fit such as 

E(t) = (E1 + r")E2. (7) 
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The underlying assumption appears to be that the relaxation behavior is completely characterized by 

the above and that the nonlinearities are introduced primarily through the representation in Eq (6). In 

this report, we present the results of a detained experimental investigation into one composite 

propellant and interpret the results in terms of these two models. 

Experimental Methods 

A number of experiments were performed under uniaxial tensile loading in an effort to determine the 

nonlinear, viscoelastic constitutive behavior of the composite propellant. The specimens were all 2.25 

in long, 0.5 in wide and 0.2 in thick; aluminum end tabs were bonded with a two-part urethane 

adhesive resulting in a gage length of 2 in. The specimens were then subjected to different time 

histories of uniaxial loading conditions, using two different Instron testing machines - a standard 

machine capable of crosshead rates from 0.005 in/min to 20 in/min and a high rate testing machine 

capable of crosshead rates up to 2500 in/min. Thus, the propellant specimens were loaded at strain 

rates ranging from 0.0025 per min to 1250 per min, varying over six orders of magnitude. The time 

histories imposed included monotonic ramping to failure, load-relaxation, load-relax-reload, load- 

relax-unload and load-unload tests. The strain levels were varied in the range from 4% to 20% and the 

strain rates for each segment of the load-unload tests were varied over the range indicated above. The 

strain was computed from the crosshead position data and the stress was calculated from the load cell 

data. Both the crosshead position and the load cell output were monitored as a function of time by a 

computerized data acquisition system connected to the Instron and were stored in a file. We present 

the experimental results in this section under the following three different categories and will then 

follow this with a discussion in terms of linear and nonlinear viscoelastic theories. 

(i)      Relaxation modulus and its nonlinearites based on strain induced free volume changes 

(ii)     Strain rate dependence of the propellant and relationship to relaxation modulus, 

(iii)    Unloading behavior and its time dependence. 

However, in order to set the stage for a discussion of the uniaxial behavior; a stress strain curve 

obtained using a ramp loading at a strain rate of 0.05 in per min up to 20% strain is shown in Figure 1. 

Two curves are shown, the circle symbols corresponding to the first loading to 20% followed by 

unloading and the triangle symbols corresponding to the second loading unloading cycle. A straight 

line is drawn through the initial loading segment to indicate the linear behavior of the stress strain 

curve at low strain levels. Clearly, a nonlinear behavior is evident beyond a strain of about 11%; this 

is due to the debonding of the particles from the rubber matrix and is called dewetting. Also the 

unloading and reloading curves clearly indicate the stress-strain curve is path-dependent. The 

unloading curve is quite steep indicating a significantly stiffer response than during the initial 

loading! Upon subsequent reloading the specimen exhibits a smaller modulus; this effect is called 

"Mullin's effect" and has been studied extensively in lowly filled particulate rubbers. Note that the 
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second unloading is not affected by the previous load history and appears similar to the first 

unloading. 

Relaxation Modulus 

The relaxation modulus of solid propellants is typically determined in a dog-bone specimen as per 

the guidelines of the JANNAF Handbook on the Mechanical Behavior of Solid Propellants. This test 

requires that a strain of 3% be applied and held for a long time; while the rate of straining to 3% is not 

important, relaxation modulus is typically computed only a long time after the strain of 3% is 

reached. The relaxation modulus is then computed as the instantaneous stress divided by the 

constant strain. By determining the relaxation modulus at different temperatures and using the time- 

temperature superposition, a master relaxation modulus curve is typically generated that covers 

several decades of time. This master relaxation curve is then assumed to provide a complete picture 

of the relaxation behavior of the solid propellant at all times, temperatures and strain levels using 

appropriate shift factors based on temperature. Since a large collection of relaxation data at 3% strain 

is readily available for several of the composite propellants, and since they all appear to be 

representable over several decades of time by a simple power law of the type indicated in Eq.(7), our 

aim was to investigate the nonlinearities induced by strain. Thus, nonstandard relaxation 

experiments were performed at strain levels of .04, 0.08, 0.12, 0.16 and 0.20; the strain rate used in 

reaching this strain was 0.05 per min. The time range over which the relaxation data were obtained 

varied from about 120 min to about 800 min. The relaxation modulus variation with time from these 

measurements are shown in Figure 2. Clearly, the relaxation moduli at different strain levels exhibit 

very nearly the same time dependence, but are shifted in time. This indicates a dependence of the 

internal material clock on the strain; thus, the free volume in Eq.(4) can be taken to depend on the 

strain level as 

f =f0 + ccdT + B (e) (8) 

where B(e) is to be determined from the experimental data in Figure 2 in order to provide a unique 

master relaxation curve. We shall represent the strain effect on the relaxation modulus directly 

through a determination of the dependence of the shift factor on the strain level; the latter is obtained 

merely by obtaining a smooth master curve from all the relaxation data at different strain levels. The 

resulting master relaxation curve and the variation of the shift factor 0 with strain level are shown in 

Figures 3 and 4 respectively. The master curve exhibits a power law type behavior and can be 

represented as 

E = 724r°-M (9) 
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The shift factor variation with strain, however, exhibits behavior not observed heretofore. A dashed 

curve is drawn through the data only to exhibit the trend and is not a precise fit of the data; it is 

necessary to repeat the measurements a number of times to determine statistical significance of each 

measurement. Most observations of strain induced shift factor indicate a monotonic variation with 

strain (Gondouin, 1993), while the present results indicate an abrupt change at round 12% strain. It is 

interesting to note that this strain level coincides with the level at which dewetting begins (see Figure 

1), and beyond which the uniaxial stress strain curve is nonlinear. Using a free volume approach, one 

might speculate that while at strains below 12%, the global strain might be directly related to the 

volume change, above 12% strain vacuole generation and growth cause bulk of the volume change 

and that the actual free volume change in the binder is not easily related to the global strain. More 

investigations are necessary to explore these ideas and characterize the nonlinear relaxation behavior 

of the solid propellant. 

Strain Rate Dependence of the Modulus 

The suitability of the characterization of the material relaxation by Eq.(9) can be determined easily by 

determining the uniaxial stress-strain behavior at different strain rates using Eqs.(l) and (9) and 

comparing them with the measured stress-strain curves from uniaxial tests at different rates of 

loading. In performing this comparison, we shall restrict attention initially to the linear portion of the 

stress-strain behavior. In Figure 5, the experimentally measured stress strain curve from six different 

tests at strain rates ranging from 0.0025 per min to 1250 per min are shown. Clearly, each of these 

curves exhibits a linear region, but the nonlinearity begins at smaller strains when the strain rate is 

increased. The initial modulus of the material was determined (by linear regression) from the slope of 

the linear portion for each of the fifteen tests. This initial modulus is plotted as a function of time 

obtained as the inverse of the strain rate and is shown in Figure 6; the initial modulus was also 

calculated by computing the stress strain curve from the viscoelastic constitutive law in Eq. (1), using 

Eq.(9) for the relaxation modulus and is also shown in Figure 6. There appears-to be a large scatter in 

the high strain rate (short time) experiments, but clearly the trend is that the relaxation behavior 

extracted from long time data cannot be extended easily into the short time range; however, note that 

while the relaxation tests were only performed over three decades of time, the high strain rate tests 

indicate that the simple power law can be extended into a larger range of at least five decades and 

perhaps more into the long time region. In the short time region, additional experiments are needed, 

perhaps at different temperatures, so as to determine the complete relaxation modulus; however, this 

time scale of <0,1 min is only of interest under limited special circumstances. The nonlinear portion of 

the stress-strain curve in Figure 5 and the load-relaxation test results are still under investigation to 

determine the applicability of the constitutive behavior in Eqs. (1-4) or Eqs. (5-9). 

28-7 



Unloading Behavior 

As indicated in Figure 1, the unloading occurs rapidly: the load drops dramatically for a small drop 

in the strain. A linear viscoelastic analysis would not predict such a behavior; since this unloading 

behavior is also evident at small strains where linear viscoelasticity is appropriate, one must look at 

some other mechanism that contributes to this rapid unloading. To explore this further, repeat 

experiments were performed, where the specimen was loaded to 20% strain at a rate of 0.05 per min 

and then unloaded at various rates ranging from 0.005 to 5 per min. Figure 7 shows a comparison of 

the results from these tests; the unloading rates in strain per min is given in the legend. The loading 

part of the stress strain curve from all four tests fall on each other indicating the degree of 

repeatability of these experiments. Also, the unloading behavior appears to be unaffected by time 

scale of the unloading - even when the specimen is unloaded at rates differing by four order of 

magnitude; this cannot be true even of linear viscoelasticity governs the behavior of the material. It 

was indicated earlier that the unloading behavior also did not depend on the nature of the previous 

loading (see Figure 1). Thus the mechanism of the deformation during unloading must be 

substantially different from the mechanism during the loading or relaxation; one might speculate 

now that during unloading, the ligaments of rubber that were stretched to large strains during the 

loading phase, snap back elastically during a very small change in the global strain (the local strains 

in the rubber could change by a much larger amount). This speculation also needs to be further 

investigated in order to determine the complete deformation mechanism during unloading. These 

results and some additional experiments at various loading histories not discussed here are being 

examined further in terms of the constitutive models in Eqs.(l-9) and will be reported elsewhere. 

Conclusions 

The constitutive behavior of a composite solid propellant was examined by performing uniaxial tests 

under various strain histories. Three main conclusions are at hand and further investigations using 

these data are in progress. 

(i)    The relaxation behavior of the solid propellant exhibits a strain-induced nonlinearity that is 

not easily interpreted in terms of the present models, 

(ii)    The strain rate dependence of the modulus was shown to be representable by the relaxation 

modulus in the long time range, but not when the rates of loading became very large, 

(iii)  The unloading stress-strain behavior was shown to be independent of the previous load 

history and this observation poses interesting challenges to the viscoelastic models. 
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Abstract 

The dynamics of a gain switched, low pressure photolytic iodine laser were investigated exp 
mentally and theoretically. The pulse shape, build-up and decay time were measured as function 

of the pressure of the active medium (CF3I) and of the pressure of the buffer gas. At low pressure, 

the pulse develops a second peak, and the build-up and decay times become longer. The distinct 
features of the iodine pulse could be explained in terms of two relaxation processes involving colli- 

sions that change the direction and magnitude of the velocity vector. A computer model based on 

the rate equations which includes collisional relaxations allowed us to derive quantitative estimates 

for the corresponding relaxation times as a function of pressure and buffer gas. 

eri- 
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RELAXATION PROCESSES IN GAIN SWITCHED IODINE LASERS 

Jeff Nicholson and Wolfgang Rudolph 

1 Introduction 

A great deal of interest has been devoted to the development of iodine lasers for different types of 

applications, see e.g., [1],[2],[3]. The potentials of chemical pumping are particularly attractive for 

applications requiring high-power. Normally, lasing is achieved between the hyperfine levels 4 and 

3 of excited atomic iodine, /*, which exhibits a total of six hyperfine transitions. The wavelength 

of this transition is 1.315 /im. The dominance of the 3-4 transition is because its magnetic dipole 

moment is about two times greater than that of the next largest transition (2-2). For the past 

twenty years a number of fundamental studies of iodine lasers have been undertaken involving 

longitudinal mode-beating and mode-locking [4],[5],[6]. Photolytic pumping employing an excimer 

laser is a convenient technique for laboratory operation of iodine lasers. However little effort has 

been devoted to the primary processes in photodissociation lasers working at low pressure. From 

Doppler spectroscopy experiments [7] and the theory of collisional relaxation [8] it is known that 

a short dissociation pulse creates a nonthermal velocity distribution of excited iodine. Depending 

on the parent molecule and buffer gas (if any) two different relaxation types with different time 

constants can be distinguished - collisions that change only the direction of the velocity vector but 

not its magnitude with a time constant Tj and those determining the rate by which the velocity 

relaxes towards its equilibrium value (time constant T„). A photolytic, single mode iodine laser is 

thus expected to experience a dramatic change in gain during the evolution of the gain switched 

pulse. Since in a single mode laser, saturation of the gain is associated with hole burning, collisional 

cross relaxation will effect the shape and duration of the laser pulse. 

The aim of this project was to study the evolution of gain switched pulses in low - pressure 

photolytic iodine lasers with and without buffer gas. From a comparison of theory and experiment 

the possibility of determining relaxation constants was explored. 

2 Experimental results 

2.1    Experimental setup 

The experimental setup is shown in Fig. 1. The active medium used in this experiment was CF3I. 

The length of the gain cell was 85 cm. The cavity consisted of a mirror with a 5 m focal length 

and a mirror with a 25 m focal length, both with 100% reflectivity. With a cavity length of 1.1 m, 

this gave a radius for the beam waist of 1.1 mm and a confocal parameter of 2.9 m. 
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Figure 1: Experimental setup of a photolytic iodine laser pumped by an excimer laser. PI was a 

fast photodiode used to measure the iodine pulse profile. P2 was a photodiode used to trigger the 
oscilloscope. 

The pump was a KrF excimer laser operating at 248 nm, with pulse widths of about 20 ns and 

maximum pulse energies of approximately 200 mJ. The pump was focused with a 2 m fused silica 

lens, and coupled into the cavity with a dichroic beam splitter. The excimer pulse was coupled 

out of the cavity with a second dichroic mirror, in order to avoid damaging the end mirror of the 

iodine cell when working in the low absorption regime (low CF3I pressure). The second dichroic 

mirror was placed at Brewster's angle for 1.3 fim in order to reduce the cavity losses. 

The iodine laser output was taken from the dichroic beam splitter that coupled the excimer 

pump laser into the iodine cavity. With the cavity arranged as outlined above, the cavity losses 

per round trip were approximately 6%, and the cavity lifetime was about 60 ns. The iodine laser, 
under these conditions, lased at pressures as low as 0.2 Torr. 

Longitudinal mode beating is an inherent property of gain switched and Q switched iodine lasers 

operating at low pressures [5]; therefore, an aperture was used in the iodine cavity to control the 

number of longitudinal modes in the cavity. When the aperture was sufficiently small, (~1.5mm 

in diameter) not only was the iodine laser forced to run in TEM00 mode, but strong longitudinal 
mode beating was eliminated in approximately 50% of the shots. 

After laser action, only about 90% of the molecular fragments recombine to form CF3I, the 

rest of the fragments going into processes such as dimerization [2]. I2 is a strong quencher of the 
2P1/2 state, leading to a degradation of the iodine laser output after multiple shots of the excimer 

laser. Therefore, the iodine cell was refilled after every fourth or fifth excimer pulse. Note, that 

while these processes proved to be important for multiple shot experiments, they do not play a 

significant role in single shot pulse dynamics because of their slow (e. g. ~ 4 * 10_31cm6mol~2s-1 

for dimerization) rate. 
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The iodine pulse was detected with a fast (rise time < 500 ps) photodiode and viewed on a 

digital oscilloscope with a 200 MHz analog bandwidth and a 1 Gs sampling rate. The oscilloscope 

was triggered with a signal from a second photodiode that was sensitive to the UV excimer pulse. 

The delay was then set digitally with the oscilloscope itself. 

The pulse dynamics were measured as a function of pressure of CF3I plus buffer gas (if any). 

The quantities of interest were: 

• 7"i The build up time of the iodine pulse.  This was defined as the time between the excimer 

pulse peak and the time when the iodine pulse builds to 10% of its peak intensity. 

• r2 The exponential rise time of the iodine pulse. 

• r3 The duration of the iodine pulse. This was defined as the time from T\ to the point when the 

iodine pulse fell to 10% of its peak value. The iodine pulse did not decay in an exponential 
fashion at low pressures, making an exponential fit impossible. 

2.2 Results without buffer gas 

Initially, the iodine pulse dynamics were measured as a function of the pre- • e of CF3I, without 

the use of any buffer gas. Although the iodine laser would läse at pressures as low as 0.2 Torr, 

under these conditions the laser was near threshold, and consequently, the pulse characteristics 

varied greatly from shot to shot. Therefore, measurements were generally made for pressures of 

0.4 Torr and greater. 
Typical pulse shapes are shown in Fig. 2 for pressures of 0.6, 2, and 6 Torr of CF3I. At low 

pressures, the iodine pulse shows a distinct second peak, caused by repumping due to the velocity 

relaxation. As the pressure increases, the peak becomes less distinct, becoming a shoulder, and 

finally disappears altogether at pressures above 3 Torr. 

The buildup and decay time of the iodine pulse as a function of CF3I pressure are shown in 

Fig. 3(a). Fig. 3(b). shows the exponential rise time of the iodine pulse as a function of pressure. 

The characteristic shape of these plots can be explained by the increased relaxation rate as the 

pressure increases as will be detailed in Section 3.3. Note, that by changing the CF3I pressure, we 

also change the amount of absorbed pump pulse energy and thus, the overall gain. 

2.3 Results with buffer gas 

The same measurements outlined in the previous section were made using a buffer gas. The cell 

was filled with 0.6 Torr of CF3I, and Xenon was added on top of this. Typical pulse profiles are 

shown in Fig. 4. Pulse buildup time and duration as a function of buffer gas pressure are shown 

in Fig.   5.   The behavior of the build up time and pulse duration - and even the overall pulse 
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Figure 2: Pulse profiles for (a) 0.6 Torr, (b) 2 Torr, and (c) 6 Torr of CF3I. The pulse peaks have 
been normalized to one and moved to the origin of the time axis for comparison purpc Joses. 
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Figure 3: (a) Build up time and duration and (b) Rise time of the iodine pulse as a function of 
CF3I pressure. No buffer gas was used. 
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Figure 6: Typical iodine laser pulse showing two longitudinal mode exceeding threshold. CF3I 
pressure was 0.6 Torr. 

profiles - as a function of pressure is similar for pulses with and without buffer gas. However, 

the exponential rise time of the iodine pulse is essentially unaffected by the addition of Xenon. A 

discussion of these features and a comparison with the computer model are given in Section 3.3. 

The effects of mode beating could never be fully eliminated in 100% of the shots. However, 

as mentioned above, the probability of mode beating could be decreased by reducing the aperture 

in the iodine cavity significantly, thus preventing all but one mode from exceeding threshold. A 

typical laser output in the regime where two modes can exist is shown in Fig. 6. The mode beating 

can clearly be observed, as can the fact that the second mode starts oscillating at a later time than 

the first. This is consistent with the higher losses this mode experiences. A complex beating of 

both longitudinal and transverse modes was observed when the iodine aperture was fully open. 

3    Theoretical description of low pressure photolytic iodine 
lasers 

3.1    Relaxation processes 

A rate equation approach was chosen for the simulation of the gain switched pulse. Since the 

pump pulse (duration 20 ns) is much shorter than all time constants of the processes of interest 

the initial conditions simply represent a distribution of excited atomic iodine. This distribution, 

however, differs from a thermalized Doppler profile.   It exhibits a larger mean velocity and a 
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velocity anisotropy. In [7] it was shown that to a good approximation the velocity distribution can 

be written as a product of a |v| and a 9 dependent term 

F(v,t) = f(\v\,t)ß(9,t) (1) 

where v = ^/|{T|2 is the mean velocity of the gas and 9 is the angle between the exciting electric field 

vector and the propagation direction of the probe laser. The latter in our case is the resonator axis 

(z-axis) of the iodine laser, i.e., 9 = 90°. Two different relaxation processes can be distinguished, 

both being collisional. Collisions which change the direction of the velocity vector are responsible 

for the relaxation of the anisotropy with a characteristic time constant 7j. Collisions changing 

the magnitude of the velocity (time constant Tv) cause the relaxation to a thermalized Doppler 

profile with a mean velocity determined by the room temperature. For heavy collision partners it 

was found that Ti, < (<)TV. An exact modeling of the thermalization would require an extensive 

analysis of the collision processes including the particular properties of the participating particles. 

As done successfully for the interpretation of the pump-probe experiments in [7] we shall instead 

describe the thermalization in terms of the two time constants T„ and Tj. To model the evolution 

of the laser pulse we need to include the interaction with the laser field and its effect on the 

relaxation. 
Let us assume that we must consider 2N + 1 groups of excited iodine of number density Nn (n = 

0,1,..., N) with velocity components along the z-axis such that the separation of their transition 

frequencies is Aw/,. A Doppler velocity profile is characterized by the following distribution of 

excited iodine with transition frequency un = LJQ ± nAw/, 

W* = N0exp 
r / x 2 
-4 In 2     —     rr \Au,D(t)J (2) 

where Awo ~ -w0Since the velocity profile is always symmetric, n = —N, (-N + 1),..., N. For 

the time dependence of the Doppler width we can thus use the known time dependence of the 

mean velocity and have 
AwD(<) = ALJDJ + (Aw,„ - ALJD) e-t/T* (3) 

where Aw,„, Awp/ are the Doppler width of the profile of the "hot" gas immediately after excita- 

tion and after complete thermalization with the surrounding, respectively. 

At any given instant the number densities obey the following set of differential equations de- 

scribing the relaxation towards a Doppler profile 

dN^ _ N<-Nn 

dt   "       Tb 
K ' 

where N„ is given by Eq. (2). Under laser action we need to distinguish between excited and ground 

state iodine, each group undergoing similar relaxation processes. While excited iodine is generated 
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at many different transition frequencies ground state iodine is only produced by simulated emission 

at the transition frequency w„. Collisional relaxation processes then cause a redistribution towards 
a thermalized Doppler profile. 

3.2    Laser model 

To model the operation of a photolytic iodine laser the typical rate approximation approach was 

chosen. In accordance with the experiments we assume single longitudinal mode operation. There- 

fore at a certain time t only atoms with resonance frequency w0 interact directly with the laser 
field (photon flux F). The set of rate equations can then be written as 

d_ 

It 
d_ 

di 

No 

Not 

=    <rotF(Nol - N0) + i-(tf0
e - N0) 

i-b 

=    <?ot F( No - Not) + 4- (KSt - Not) 
J-b 

dt F    =    <TotcF(N0 - Not) 
TR 

1 
(K Tb 

=    <roi(NQ 

■Nn) 

■ Not) 

n= 1,2,. ..,7V 

(5) 

(6) 

(7) 

(8) 

(9) 

where <roi is the amplification cross section, Not is the number density of de-excited atoms of 
transition frequency w0, TR is the resonator decay time, N^ is the number density of atoms if 

distributed according to a Gaussian profile of width AwD, and c is the velocity of light. The 

quantity Nt describes the total number of iodine atoms in the ground state. The total number of 
excited iodine atoms is 

N 

Ntota,(t) = N0(t) + 2J2Nn(t) (10) 
n=l 

and the equilibrium numbers can be calculated from 

No = Ntotal 

-i -1 

l + 2£, 
n=l 

and 

iV„ = No exp 

-n2(Awfc/AaiD)2 

(11) 

(12) 

for n = 1,2,..., N. After each integration step these equilibrium numbers have to be determined 

with the modified Ntotal and AwD according to Eqs. (10) and (3), respectively. The same procedure 

must be applied for the atoms in the ground state. Their total number is given by the total number 
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Figure 7: Calculated gain profile vs frequency as seen by different parts of the iodine laser pulse. 

The inset shows a typical iodine pulse and the corresponding times. 

of de-excitation events, where each event results in the occupation of NQ( only. Note that we can 

neglect spontaneous emission for this process because of the smallness of the A coefficient (ss 10s-1) 

of the magnetic dipole transition of iodine. A small number of (spontaneously emitted) photons 

are injected at t = 0, though, to induce the build up of the laser pulse. The integration of the 

preceding system of differential equations (5)-(9) was performed using a Runga-Kutta routine. 

3.3     Results of the computer simulation and comparison with the exper- 
iment 

Figure 7 shows the occupation numbers in the excited state as a function of the transition frequency 

for different times after excitation. The inset shows the corresponding iodine laser pulse. Curve 

(1) describes the distribution at the pulse leading edge (at 10% of the peak value). The non 

Gaussian distribution here has already relaxed into a Gaussian (relaxation time T&) which still 

corresponds to a velocity much larger than the equilibrium value. At the pulse peak (curve (2)) 

spectral hole burning is clearly visible which causes a relaxation from excited groups of atoms 

into those in resonance with the laser field. This means a repumping of the laser transition. The 

relaxation of the magnitude of the velocity (relaxation time T„) is another process which results in 

an effective repumping. As the Doppler profile narrows the number of excited atoms with transition 

frequency wo increases to a constant that depends on the total number of excited iodine atoms 

and room temperature as described by Eqs. (2) and (3). (if we neglect de-population by the laser 
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pulse). Curve (3) shows the gain profile seen by the trailing edge of the pulse (at 10% of the peak 

value). A comparison of curves (1) and (2) illustrates our discussion. Due to the laser action the 

area under curve (3) is smaller. Of course, for the actual laser action, the difference (N0 - N«) 

is of importance. Due to the combined action of stimulated emission and the thermalization of 

ground state iodine, Nnl is constantly increasing with time; therefore, the qualitative features of 
the gain can be explained in terms Nn. 

As seen in the experimental section, at low CF3I pressure the laser pulse exhibits a charac- 

teristic shape-a sharp rise time and a distinct shoulder. The pulse duration and decay time are 

significantly longer than the resonator life time. Figure 8 compares preliminary results of measured 

and calculated pulse profiles. From the experiment the resonator life time and the number density 

of excited iodine can be estimated. For the homogeneous line width we assumed AuD = 60 MHz. 

The only remaining input parameter for the simulation are the two relaxation times Tb and Tv. 

For C3F7I and a gas pressure of 0.2 Torr values of 1 ps and 2.5 ps have been measured [7]. For the 

simulation we assumed that both relaxation constants are inversely proportional to the pressure 

and that their ratio is constant, all other input parameters were not changed. From the simulation 

it becomes obvious that the measured features are a consequence of the collisional relaxations. 

The shoulder at low pressure is a result of the hole burning and a fast refill of excited iodine at 

the laser frequency owing to the short relaxation involving Tb. With increasing pressure and thus 

shorter Tb the second maximum vanishes and the main peak simply broadens. The decay of the 
iodine pulse is essentially controlled by the |v| relaxation proceeding more slowly. 

Another important feature is the delay between excimer pump pulse and the occurrence of 

the iodine pulse. The decrease of the delay with increasing buffer gas pressure is also a result 

of the faster relaxation. Figures 9 (a) and (b) show the delay and the decay time as function of 

the pressure (here as function of Tb while keeping Tb/Tv constant). The behavior of the curves 
describes the experimental findings qualitatively. 

For a more complex (future) quantitative comparison of simulation data and experiments we 
plan to implement the following in the discussion: The addition of a buffer gas (BF) requires the 

introduction of two different relaxation rates. If the buffer gas pressure is changed their value will 
change accordingly while their ratio remains. In the simulation we then need to use 

1 1 1 

Tb,v      Ttitl(CF3I) + TM(BF) (13) 

where only the second summand changes with a change in buffer gas pressure. The different effect 

of adding CF3I or buffer gas on the measured pulse characteristics suggests the necessity of this 
approach. 

Since the photolytic iodine laser is a relatively simple system with most parameters well docu- 

mented we believe that the performed experiments can be used to determine relaxation constants 
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(a) 

(b) 

(c) 

(d) 

Figure 8: Measured (left) and calculated (right) pulse profiles. The experimental data corre- 

sponded to 0.6 Torr CF3I plus (a) 0 Torr, (b) 0.3 Torr, (c) 0.6 Torr, and (d) 0.9 Torr Xenon buffer 

gas. For the numerical simulation we assumed Tb/Tv = 0.38 and changed Tb from 650 ns to 260 ns 

from top to bottom in increments equal to the total gas pressure change. The length of the time 

axis is 6 fss for all the profiles. 
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1.2       1.7       2.2       2.7 

pressure (arb.un.) 

Figure 9: Delay between pump pulse and the ten percent of peak value of the iodine pulse and 

decay time of the iodine pulse as a function of the buffer gas pressure. In the simulation we actually 
changed the values of Tv, Tb as described in the text. 

as function of buffer gas composition and pressure. This new type of "spectroscopy" would not 
require an additional probe laser. 

4    Summary 

The dynamics of gain switched iodine lasers at low pressure is determined by collisional relaxation 
processes involving a change in the direction of the velocity vector and a change of its magnitude. 

Both relaxation constants depend on the gas pressure and the type of buffer gas (if any). A com- 

parison of experimental data with a computer simulation allows one to determine these relaxation 

rates. Important pulse features that need to be analyzed and modeled are the pulse build-up time, 

the pulse shape and its decay time. The two relaxation mechanisms provide a repumping mech- 

anism of a single mode iodine laser which manifests itself in the occurrence of a distinct shoulder 
and a second pulse peak at low gas pressure. 
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Abstract 
Polar patches are relatively intense ionospheric structures formed on 

the day side of the high latitude polar region and transported across the polar 

cap in the anti-sunward direction towards the nighttime auroral oval.   The 

basics of these patches has been known for some time, initially characterized 
using vertical ionosondes. More extensive investigations into the character of 
the three dimensional structure of these patches required more sophisticated 
systems such as the incoherent scatter radar that can scan through the patches 
and optical systems that photograph the entire sky from horizon to horizon at 
a wavelegth that distinguished the patches from the less intense background 
emissions.   To be able to continue these investigations at locations where no 
radar is available is the goal of this project.   Modern digital HF sounders, 
besides measuring the vertical electron density profile, can also detect and 
determine the location of small scale ionospheric irregularities which in turn 
map the overall structure of the large scale patches.  This study demonstrates 
the capabilities of these HF sounders. 
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CHARACTERIZATION OF POLAR PATCHES: COMPARISON OF 
MULTIPLE SENSORS 

Gary S. Sales 
Introduction 

Polar patches are "blobs" of daytime F-region plasma transported in the 
anti-sunward direction over the polar cap from the cusp region towards the 
nighttime aurora. These patches are rather large structures, of the order of 
several hundreds of kilometers, drifting at speeds of 500 to 1000 m/s in the 
polar ionospheric circulation. They originate as a result of instabilities in the 
ExB flow pattern near the cusp. Internally these patches appear to be highly 
structured when observed by transionospheric signals from satellites. These 
signals fade rapidly and deeply when the satellite signal traverses a patch 
region. These satellite scintillation data indicate a small scale field aligned 
irregularity size of the order of several kilometers to tens of kilometers 
within the larger patch structure. These patches have mean densities 
considerably above the ambient nighttime peak F-region density within the 
polar cap. Typically the maximum plasma frequency within the patch is in 
the range of 5 to 7 MHz compared to the ambient nighttime background 
density of 2.5 MHz at the peak altitude near 400 km. 

This study involves data collected at Sondrestrom Fiord (67°N, 309°E) 
in Greenland during the Rodeo II campaign in October, 1989. The rather 
steady flow of patches over the site was observed by optical means, 
specifically, the all-sky photometer operating at 6300 A and by the incoherent 
scatter radar (ISR) measuring the ionospheric electron density and the plasma 
drift velocity over the site. A vertical incidence digital ionospheric sounder 
operated in both the ionogram and drift modes during this campaign. The 
data collection schedule during a 15 minute period of this campaign is shown 
in Figure 1. 

The first goal of this project is to compare the description of these polar 
ionospheric patches as viewed by these different sensors and then to combine 
them to generate a more complete characterization. Secondly, it is expected 
that a detailed characterization of complex ionospheric structure can be 
obtained without the use of the incoherent scatter radar. There are few of 
these radars and to the extent that modern HF sounders can be used to 
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characterize polar patches or other features such as equatorial plumes, a new 
and effective diagnostic tool could become widely available. 

Data Collection 

Incoherent Scatter Radar 

The Sondrestrom incoherent scatter radar operated in a special 
scanning mode during the Rodeo II campaign. The radar measures the local 
electron density and plasma drift velocity, both of which are important to this 
study. Three parallel scans, taking a total of 10 minutes, were executed in a 

pattern shown in Figure 2. The direction of this scan was determined by the 
orientation of the auroral arc siting to the south of the station at that time. 

The requirement was that the scan be approximately perpendicular to the 

length of the auroral arc. During these auroral measurements, above the 
station, plasma patches were easily observable in the F-region of the 
ionosphere. The three electron density cuts, from 0006 UT to 0017 UT 
through these patches are shown in Figure 3. The long integration times 
(= 10s) and long radar pulses results in relatively smooth electron density 
profiles. 

To construct a 3-D model of the electron density in the region over 
Sondrestrom, the three radar cuts at the peak altitude of 375 km where 
extrapolated in latitude, longitude and in altitude. The structure sizes seen 
for these patches are typical and the entire pattern is drifting with a measured 
speed of 600 m/s along the path of the scan in the anti-sunward direction, 
approximately from north to south. Because it takes ten minutes from the 
beginning of the scan to the end, a distortion, primarily in the orientation of 
the long axes of the drifting patches relative to the radar scan, is introduced. 

To correct this distortion it was decided to restore the patches as they 
would appear at the time corresponding to the center of the scan, in this case 
0011 UT. Using the measured drift speed of 600 m/s, the measured electron 
densities were moved forward or backward depending on whether the 
measurement was before or after 0011 UT. The corrected electron density 
profiles are shown in Figure 4. 
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All-Sky Photometer (6300 A) 
Operating at Sondrestrom is a unique scanning photometer. Of 

primary interest for this study is the all sky photographs of emissions from 
the F-region, at 6300 A, primarily from the intense patches and from the 
arurora to the south. During Rodeo II the actual goal of the campaign was to 
investigate the structure of these auroral arcs. The patch data collection was 
somewhat fortuitous even though the optical system was attenuated to 
prevent the very strong arc emission from overloading the system. This 

made the weaker patch emissions more difficult to observe. 
The all sky photographs at 6300 A were made at the rate of one per 

minute and each was exposed for Is. With digital processing these optical 
data can be superimposed on a geographical map as shown in Figure 5. These 
data, for times around the ISR scan, have been placed into a 
latitude/longitude grid, the same as the radar data and all the other data used 
in this study. These optical data appear to be very similar to the radar data 
and serve to confirm the corrected patch structure derived from that data. 

Digisonde Vertical Ionograms 
The vertical soundings made at Sondrestrom during Rodeo II were 

made every 5 minutes using the University of Massachusetts Lowell 
Digisonde 256 system. In the vertical ionogram, the Digisonde is able to 
display the direction of the arriving signals in terms of twelve directions and 
vertical. The relevant ionograms from 0009 UT and 0014 UT are shown in 
Figure 6. The dark traces represent "overhead" signals while the grey areas 
are off-vertical returns out to about 50° from zenith. 

For these data several off-vertical returns are observed at both times. 
As is shown in the analysis below, these signals represent the oblique 
reflections from several of the patches. The "vertical" trace moves 
significantly between the two ionograms separated in time by only 5 minutes. 

Digisonde Sky Maps 

During the approximately four minutes between the end of one and 
the beginning of the next vertical ionogram the Digisonde system goes into a 
fixed frequency drift mode, measuring the arrival angles and Doppler 
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frequency shifts associated with separate reflecting sources in a structured 
ionosphere. Satellite scintillation measurements in the polar cap show that 

these patches are highly structured with field aligned irregularities in electron 
density. Analysis of the scintillation measurements indicate an irregularity 
structure size of the order of 10 km across the field lines. This scale size is 
sufficiently large to strongly reflect HF radio waves in the frequency range of 
3 to 6 MHz when the radio wave is orthogonal to the irregularity. 

The Digisonde system processes the signals arriving on the array of 
receiving antennas to determine the amplitude and phase of each spectrum 

line and then to locate in angle the source associated with that line. Typically, 

the Digisonde automatically selects a frequency for the drift mode from the 

previous vertical ionogram usually near the lower frequencies of the F-trace. 

Most of the data presented here is in the frequency range of 3 to 5 MHz and at 
the shortest time delay associated with the F-layer trace. 

The identified sources from each coherent integration time (10 s.) and 
from two adjacent range gates covering about 20 km are combined to form a 
sky map. Figure 7 shows composite skymaps made at 0008, 0011 and 0014 UT, 
generated by combining 3 sequential sky maps at the same sounding 
frequency and range gate. At 0008 UT there appears to be two clusters of 
sources, a weaker one NW of the site and a second one towards the SE. At the 
other two times only one cluster of sources appears to the NW of the sounder 
site. 

HF Ray Tracing Simulation 

A new ray tracing code, called HASEL, developed by Coleman (1993) 
with the ability to input an ionospheric model based on a 
latitude/longitude/altitude grid with any desired spacings, is used here to 
simulate expected vertical ionograms and sky maps showing the location of 
sources connected with the patches as seen by the ISR and the all-sky optical 
system. Once this capability is demonstrated, then it should be possible to 
invert this process and use the sounder data to characterize these structures. 

As discussed in Section 2.1 the 3-D corrected electron density profiles 
were used to develop a simple analytical model with Gaussian ellipsoidal 
patched that closely match the densities measured by the ISR. These corrected 
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profiles are referenced to the mid-time of the radar scan, 0011 UT. HASEL 
can be operated with or without the magnetic field effect on the refractive 
index. For this study the magnetic field was not used to calculate ordinary 
and extraordinary modes, but is used to determine when each ray path 
becomes perpendicular to the earth's magnetic field line. This test for 
orthogonality with the earth's magnetic field is a simple method to simulate 
the small scale irregularities that lie within the patches. The basic 
assumption used here is that these small scale irregularities pervade the patch 
and when the ray path is perpendicular to the field line it encounters a filed 
aligned irregularity and a reflection occurs, returning the wave along the 
same ray path back to the sounder. The inclusion of 10 km scale irregularities 
into the model is possible but would make the ray tracing almost impossible, 
requiring a grid spacing small compared to 10 km. The grid spacing used here 
is 0.2° in latitude and longitude (= 20 km) and 5 km in altitude. 

Finally, a test is set to insure that only orthogonalities within a patch 
are used to simulate the observed structure. Here the requirement is that at 
the orthogonality point the electron density is more than 20 % above the 
background ionosphere (i.e. the ionosphere without any patches) at that 
altitude. The background ionosphere is determined using the ISR data in 
areas where no patches are observed. 

Using the 0011 UT patch model (Figure 4), ray tracing at 3 MHz, the 
frequency selected by the automatic system in the Digisonde drift mode, was 
carried out. This ray tracing was done for azimuths from 0° to 330° in steps of 
30° and at each azimuth for elevation angles from 45° to 89° in steps of 2°. 
When additional information was needed, some ray paths at intermediate 
azimuths were calculated. 

For comparison with the actual recorded sky amps only the shortest 
delayed points can be used since the Digisonde 256 selects only the bottom of 
the F-layer trace for data recording. To compare the simulations for the other 
sky map times additional ionospheric models would have been necessary. To 
avoid the extrapolation of the 0011 UT model to other times a simple method 
was devised where the location of the sounder location was moved in the 
direction opposite to the patch drift velocity, corresponding to 3 minutes 
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earlier that 0011 UT and then 3 minutes later.   Then the ray tracings where 
repeated corresponding to the skymap times shown in Figure 7. 

To simulate the vertical ionograms, the same ray tracing calculations, 
for azimuth and elevation, were carried out for the three times at all 
frequencies between 3 MHz and 8 MHz in 0.5 MHz steps. These results are 
shown in Figure 8 in a standard ionogram format, i.e., time delay (km) vs. 
frequency. Here, for clarity, the twelve azimuths are separated in the 
direction of increasing frequency to make it possible to distinguish 
orthogonality points corresponding to the distinct patches. 

Analysis 

Having used the incoherent scatter radar electron density data to 
establish the model and the optical data to confirm the correction to the 
profiles, the only remaining comparisons are with the vertical ionogram and 
the sky map data. For the sky map, the ray tracing simulation has been 
limited to the minimum time delay sources and contoured to outline the 
source region. Figure 9 shows these contours superimposed over the three 
sky maps reproduced from Figure 7. Only at 0008 UT does the simulation 
indicate that two patches can be seen at the same time. Returning to Figure 4, 
the sounder is located between the two large patches and both lie at about the 
same time delay from the sounder. The cluster of points from the actual sky 
map fall well within the contour indicating the correctness of the simulation. 

Considering the apparent motion of the station, the sounder moves 
under the edge of the northern patch at 0011 UT and the situation changes. 

Now at the sky map frequency and for minimum time delay only the 
northern patch is visible both in the actual sky map and in the simulation 
and again the match is good. Finally, at 0014 UT, the station moves well 
under the northern patch as shown in Figure 4 and again only the northern 
patch is visible in the data and in the simulation. In each of these cases, the 
simulations were done at the frequency used to generate the actual sky maps. 
As discussed later, there are better frequencies that do a more complete job of 
mapping the patches in the sounder area. In all of these comparisons the 
simulations are good in terms of the location of the reflection sources and 
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and the time delay for each situation, within the accuracy of the system, i.e., 

15 km or about one pulse width. 
For the vertical ionogram comparison, the simulated ionograms 

closest to the actual at 0009 and 0014 UT were examined to determine which 
of the points correspond first to the vertical trace. This was done by finding 
those rays near vertical rays that come closest to the sounder location. It was 
assumed that these sources make up the vertical trace. For the three 
simulated ionograms, at 0008, 0011 and 0014 UT, these vertical traces are 
marked. These are to be compared with the vertical traces indicated in black 
on the actual vertical ionograms shown in Figure 6. 

Finally, the ray tracing simulations were examined to identify which 
orthogonal sources belong to each of the major patches. Although in the 
skymap usually only one patch is visible because of the way the sounder 
measures only at the shortest time delay in the drift mode while in the 
ionogram mode all delays are measured and shown and several patches can 
be observed. When these results are compared to the actual ionograms, the 
structure of the ionogram becomes clearer. The spur which extend beyond 
the vertical trace clearly result from the two large patches in the vicinity of 
the sounder. This comparison reinforces the suggestion that higher 
frequencies can do a better job of mapping the local patch structure in the drift 
mode than the 3 or 4 MHz frequencies that are selected by the current system. 
Figure 10 shows the results of ray tracing at 6 MHz at 0011 UT. Here the 
elctron density contour from Figure 4 have been overlayed for comparison. 
At this frequency the mapping of the patch structure is quite good. 

Summary 
Starting with the measured electron density profiles it is possible, using 

3-D ray tracing, to synthesize the sounder measurements including the 
detailed structure of the vertical ionograms and the source location of the 
Digisonde sky map system. The source simulation at the higher frequencies 
clearly shows the overall structure of these polar patches and it is possible to 
determine the internal character of small scale irregularities as well as the 
overall electron density distribution. The newer University of Massachusetts 
Lowell DPS system has improved capabilities and will make it possible to 
map polar patches as well as other ionospheric structure without the necessity 
of an ISR at the same location. 
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Figure 1. Survey of data collected from 0005 UT to 0020 UT on 30 Oct. 1989 

Figure 2. Scan pattern of incoherent scatter radar at Sondrestrom, Greenland 
during the Rodeo II campaign; 30 Oct. 1989 
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Figure 3. Electron density vertical profile scans made by the ISR (0006-0017 
UT) 
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(0011 UT) 

30-12 



WM: 

i; ; • -r 

i 

I   L: 

W >v ̂  
^" c^ 

1989/18/38 88:11:86 

Li 

1 

: : : : :   r : :r| |     , : , 
:rj. :L   |- : :r : :    :|- : 

:|       : : :r  | : : : ::   : " " :   :: : : T 

^ 
P^

V & 

m 

[[ 
w 

Figure 5. All sky photometer image at 6300A ingeographical coordinates 
(0011 UT) 

30-13 



o 
if 

wm¥ 
SSI 

■ WAUl p" 
: i|J|jf£~   "|?s 

n 
I! 

U 
si ..    * - 
II-: i:vi 

iiiiiii 
a1?????* ill;;: 1=3; 

.2*- 

ii    la*!**?       C?c-„    7    ^- 

illE!»(l IvU'S 

jsIliiiSsSls"'"*!5 
■SSEC5B HUB B™ "••""■■"■-••-* 

I i i|SfSf!;f si»} = 

!|!!j!:;i2r: -35*"  •■*- 

i[gss«:i}:! 

0009 UT 

Figure 6. Vertical Digisonde ionograms at 0009 and 0014 UT 
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Abstract 

This research has two objectives. The first objective is to develop a mathematical model to 

predict bending, twisting, and axial vibration response of a composite beam with active constrained 

layer (ACL) or intelligetn constrained layer (ICL) damping treatments. The second objective is to 

verify the concept of active constrained layer through laboratory experiments and to evaluate the 

strength and weakness of this new technique. 

To achieve the first objective, an ICL composite beam model is obtained by integrating the 

existing ICL composite plate model proposed by Shen (1994a). When the plate width (along the x- 

axis) is much smaller than the plate length (along the y-axis), integration of the ICL composite plate 

equations and linearization of displacement fields with respect to x will lead to a set of equations 

that couples bending, tosional, and axial vibrations of a composite beam. The equations of motion 

and associated boundary conditions are normalized and rearranged in a state-space matrix form, 

and the vibration response is predicted through the transfer function approach developed by Yang 

and Tan (1992). A numerical example is illustrated on a composite beam with bending-torsion 

coupling stiffness. Numerical results show that ICL damping treatments may or may not reduce 

coupled bending and torsional vibrations of a composite beam simultaneously. When the deflection 

is fed back to actuate the ICL damping treatment, a sensitivity analysis shows that only those 

vibration modes with significant bending response will be suppressed simultaneously with their 
torsional components. 

To achieve the second objective, two different ICL setups are tested on a composite beam 

without bending-torsion coupling. Damping performance of both ICL setups agree qualitatively with 

existing mathematical models and experimental results obtained from other researchs. The damping 

performance, however, is not optimized due to the availability of materials and their dimensions in 

the laboratory. An optimization strategy needs to be developed to facilitate design of ACL damping 
treatments with maximized damping performance. 
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A STUDY OP ACTIVE CONSTRAINED LAYER 

DAMPING TREATMENTS ON COMPOSITE BEAMS 

I. Y. (Steve) Shen 

Introduction 

Active constrained layer (ACL) or intelligent constrained layer (ICL) damping treatments are hybrid 

damping designs that integrate both active and passive dampings through constrained layer treat- 

ments. A typical design of ICL (see Figure l(a,b)) consists of a viscoelastic shear layer sandwiched 

between a piezoelectric constraining layer and the vibrating structure. In addition, the vibration of 

the structure is fed back to regulate the axial motion of the piezoelectric constraining layer. The 

vibration energy is then dissipated through cyclic shear deformation of the viscoelastic layer. In 

this design, the active component will provide adjustable and significant damping, whereas the pas- 

sive component will enhance gain and phase margins, reliability, practicality, and high-frequency 

performance (Duclos et al., 1988). 

Most research on ICL damping treatments thus far is focused on bending vibration control 

of isotropic Euler-Bernoulli beams. For example, Agnes and Napolitano (1993) assume a one-mode 

analysis to approximate the damping performance of a simply-supported ICL beam, and check the 

results with a finite element method. In the meantime, Baz (1993) and Shen (1993, 1994b) propose 

different mathematical models to predict bending vibration control of an isotropic Euler-Bernoulli 

beam with ICL damping treatments. Furthermore, Baz and Ro (1993a) study bending vibration 

control of isotropic Euler-Bernoulli beams with partial ICL treatments. Also, Van Nostrand et al. 

(1993) study transient bending vibration of isotropic Euler-Bernoulli beams with ICL through a 

combination of finite element methods and experiments. In contrast, research on ICL treatments of 

composite structures is very limited. The only available literature is by Shen (1994a), who analyzes 

how ICL can reduce bending and twisting vibrations of composite and isotropic plates. 

This research has two goals. The first goal is to develop a mathematical model to predict 

bending, twisting, and axial vibration response of a composite beam with ICL damping treatments. 

The second goal is to verify the concept of active constrained layer through laboratory experiments 

and to evaluate the strength and weakness of this new technique. 

To achieve the first goal, there are two entirely different approaches to model vibration of 

an ICL composite beam: mechanics-of-material approach and composite-plate approach. The 

mechanics-of-material approach starts from a differential beam element. Then combination of kine- 
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Figure 1: Setup of an active or intelligent constrained layer damping treatment: (a) 

design by Baz (1993) and (b) design by Shen (1993, 1994b) 

matic relation, one-dimensional generalized constitutive equation, and Newton's second law will lead 

to the equations of motion of ICL composite beams. A potential bottleneck of this approach is that 

the twisting motion of the ICL composite beam might be too complicated and difficult to model. In 

contrast, the composite-plate approach considers the composite beam as a composite plate with large 

length and small width. Based on the results obtained by Shen (1994a) for ICL composite plates, 

the field equations are integrated with respect to the plate width to yield equations of motion of 

the composite beam. Though this approach is rigorous, the resulting equations of motion are fairly 

tedious, because they describe all kinds of possible motion of the composite beam. 

In this research, the principal investigator applies the composite-plate approach to obtain the 

equations of motion of a composite beam. After the field equations of an ICL composite plate is 

integrated with respect to the plate width, the displacement fields of the plate are linearized along 

the width. The linearization is valid in low frequency ranges, for which the wave length is greater 

than the width of the composite beam. As a consequence of the linearization, the response of 

the composite beam is completely characterized by six quantities: out-of-plane bending deflection, 

angle of twist, in-plane bending deflection, axial deformation, in-plane deformation along the width, 

and in-plane shear deformation. Because the resulting equations of motion are very complicated, 

predicting vibration response through homogeneous solutions and match of boundary conditions 

becomes impractical. Instead, the equations of motion are normalized and rearranged in a matrix 

state-space form. Then the transfer function method by Yang and Tan (1992) is applied to predict the 

coupled bending, torsional, and axial vibration response. Finally, a numerical example is illustrated 

on a composite beam with bending-twisting coupling stiffness. Because the derivation is tedious and 
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will by all means exceed the 20-page limit, only important results are summarized in this report. 

The detailed derivation can be found in the paper by Shen (1994d) submitted to Smart Materials 

and Structures. 

To achieve the second goal, two different ICL setups are tested on a composite beam without 

bending-torsion coupling. According to existing models (Baz, 1993; Shen, 1993, 1994b), a displace- 

ment (proportional) feedback controller will increase the damping of ICL because of the damping 

of the viscoelastic shear layer. Also, a PPF feedback controller will increase the damping of ICL 

because of the elasticity of the viscoelastic layer. Both theoretical predictions were observed in the 

experiments and the results agree with those obtained by other researches (Van Nostrand et al., 

1993; Baz and Ro, 1994; Azvine et al., 1994) 

ICL Composite Beam Theory 

This section summarizes some important results of the ICL composite beam theory in the Laplace 

transform domain. The detailed derivation is given in the paper by Shen (1994d). 

Consider a rectangular ICL composite beam with width 6 (along the z-axis) and length / (along 

the y-axis) as shown in Fig. 2(a). The composite beam has thickness hp, density pp, extensional 

stiffness matrix Ap, bending stiffness matrix Dp, and bending-extension coupling stiffness matrix 

Bp. The piezoelectric constraining layer has thickness hc, Young's modulus Ec, Poisson ratio uc, 

piezoelectric constant d31, and density pc. According to the classical plate theory, the corresponding 

extensional stiffness matrix Ac and bending stiffness matrix Dc of the constraining layer are 

Ac = 
Echc 

1 Vc 0 

uc 1 0 

0     0     ^ 

(1) 

D, = 
EM 

12(1 - ,/?) 
0 

1 

0 

0 

0 

2 

(2) 

respectively. The shear layer has thickness hs, density p,, and shear damping modulus G(s), which 

becomes the shear complex modulus G(iu) when the Laplace transform variable s is replaced by iu. 

In addition, the shear damping modulus G(s) is related to the shear relaxation function x(t) of the 

viscoelastic layer through 

G(s) 
./o 

'x(<)<ft (3) 
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1   Piezoelectric 
Constraining Layer 

Viscoelastic Layer 
Composite Plate 

(a) (b) 

Figure 2: (a) A composite beam with ICL treatments of length / and width b, and 

(b) deformation of the shear layer in the xz plane 

The composite beam is subjected to a laterally applied body force qp(x,y,s) and an in-plane 

applied body force fp(x,y,s). Similarly, the constraining layer is subjected to a laterally applied 

body force qc(x,y,s) and an in-plane applied body force fc(x,y,s). In the sequel, subscripts (and 

sometimes superscripts) c, s, and p refer to the constraining layer, the viscoelastic shear layer, and 

the composite beam, respectively. The boundaries at x = ±6/2 are free, and the boundaries at y = 0 
and y = / can be free, fixed, or simply supported. 

Vibration response of the ICL beam shown in Fig. 2(a) is characterized by the deflection 

w(x, y, s) of the composite beam, the mid-plane displacements up(x, y, s) and vp(x, y, s) of the com- 

posite beam in the x and y directions, and the mid-plane displacements uc(x, y, s) and vc(x, y, s) of 

the constraining layer in the x and y directions. In addition, the composite beam, the constraining 

layer, and the viscoelastic shear layer have the same deflection w(x,y,s). For the composite beam 

and the constraining layer, the primary deformations are bending and mid-plane deformations. For 

the viscoelastic layer, the primary deformation is the shear deformation described by the shear angles 
ipx and ipy; see Fig. 2(b). 

Because the width b is much smaller than the length / of the composite beam, the displacement 

fields up(x,y), vp(x,y), uc(x,y), vc(x,y), and w(x,y) can be approximated by linear distributions 

in x for low frequency ranges, for which the wavelength is greater than the width b. For example, 

w(x, y) K, w(y) - x6(y) 

up(x,y)Küp(y) + xap(y) 

(4) 

(5) 
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and 

vp(x,y) « vp(y) + xßp(y) (6) 

The assumption of linear displacement fields in x provides simple physical interpretation. For 

example, w{y) is the average bending deflection of the ICL beam in the y-z plane, üp(y) is the 

average in-plane bending deflection of the composite beam in the x-y plane, vp(y) is the average 

axial motion of the composite beam along the y axis, 6(y) is the angle of twist of the ICL beam 

about the y axis, ap(y) is the in-plane normal strain of the composite beam in the x direction, and 

ßv is a measure of in-plane shear strain of the composite beam in the x-y plane, as indicated by 

~(p) Ixy 
duD     dvp 

^ + ß(y) dy       dx        dy 

The same displacement fields and phisical meaning can be obtained for the constraining layer as 

well, if the subscript p in (5) and (6) is replaced by c. 

Under the above linearization, the resulting equations of motion need to be normalized to 

facilitate accurate numerical results. To do so, define the following dimensionless quantities 

Up = ^ 

Up/r 

Vp/r 

ap 

V    ßv    ) 

,  Uc 

' üc/r ^ 

vc/r 

ac 

\    &    / 

•.?.' 

w ; 

8 I 
—,   T)=  - 
Pt r 

, r = 
\A2 

In (8) and (9), 

% 

' V^22  33 

(8) 

(9) 

(10) 

where Dij, A\J, and A-f are the elements corresponding to the i-th row and the j-th column of 

Dp + Dc, Ap, and Ac, respectively. Moreover, define a dimensionless damping 

_ a2hsP 
e(«) = —R G(s) D- 22 

dimensionless damping coefficients 

and dimensionless wave speeds 

_ Up ISK 
1v —    i   > Tc —    i an. atis 

lPE±LSpiee=     Es!±6e 

(11) 

(12) 

(13) 
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Because the normalized quantities y' and s' in (9) will occur frequently for the rest of the 

paper, the primes in (9) are dropped; therefore, y and s will refer to the normalized quantities in 
the sequel. 

According to Shen (1994d), the vibration of an ICL composite beam satisfies the following 
normalized equation of motion. 

Al      dy? 
A(P)_9_ 

3       9y 

0 

0 

Dl   9y3 

D2 öy2 

» 

A(p)A 
2     dy 

,(p) 

D3 9y2 

b4 3„+blp 9y3 

0 

0 

_A(c)^i 
i   a«/2 

A(0j_ 
3    dy 

0 
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0 
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2    öy 

A(<0_ A(c)_9i 
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b31 
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0 
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-b13 
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0 

0 
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where the symmetry of Bp has been assumed, and 

0 

-Iplc 

0 

0 

0 

ll 

0 

0 

v -s- ICdy 

0 

0 

-Iplc 

0 
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0 

ll 
0 
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0 
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A^ EE 

/ 
A22 ^33 

.(P) 
^33 

A(P) 
^23 

«00 132 
1(P) i22 

A(P) = _ A2     — 

V ^22 ^33 

l(P)       4(P) 
^33 
4» 

a31 
1(P) 
*21 x23 

(15) 
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A(p) = A3     — 
\J A22 A33 

b1 = 

A(P) 4(P) 
■^13 ^12 
A(.P) „Ü0 
^33 ^32 

A(p) = 

V ^22 ^33    "- 

A(P)      A(P) 

.(P)       .(P) 
-^31       ^33 

W, B3 ■P    |     ^32 

Ö22   \    B22        ' 
b2 = - 

2l?/gp   /   #33 

#22     \   #23 

= _»7Mp      B12\ 1ri2l8p I B13 
3 £>22 { B32      '    4       D22    { B33 

and 

e23 = -2r)~, e32 = 2??£J—. e33 -A-q- 2^33 

Ö22 

,(<=) 

(16) 

(17) 

(18) 

(19) 

In addition, A\   , i = 1,.. .,4, are defined through (15) and (16) with p replaced by c. 

In addition to the equation of motion (14), boundary conditions in terms of up, uc, and w 

need to be satisfied at y = 0 and y = I as follows. 

(i) Restrained to deform laterally: This requires 

w = 0 (20) 

(ii) Restrained to rotate: This requires 

dy 
(21) 

(iii) Free of bending moment: This requires 

*h -hi 
b^j 

u„ + dy2 

0 
-e23 dy 

By2 

w = 0 (22) 

(iv) Free of lateral force: This requires 

Dl öy2 D3 dy 

D2 dy        Dl 9y2        D4   . 

+ *(«) 
0    7p    0     0    0    -Tc    0 

0     0     0    7p    0      0 

up + 
S3                 .       92 

8y3                e23gj,2 
92            r)3 

_  6329^2      ä^3 + e33 
_9_ 
dy   . 

-Tc    0 
0      0 -Tc     0     -£_ 

'  UP 

Uc 

w 

= 0 (23) 

(v) Restrained to deform in the in-plane direction: This requires 

up = 0 (24) 
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for the composite beam and 

for the constraining layer. 

uc = 0 (25) 

(vi) Free of mid-plane laoding: This requires 

A(P)J_ 

0 

-     -A(p) 
dy A2 

Al     dy   J 

Up + 
-bi -b2. dy2 "~* dy 

0 bife 
w = 0 (26) 

for the composite beam and 

A(c)-§-      -A(c) Al    dy A2 

0 A(
x
c)f 1     dy 

u. 
Ecd.3il 

(l-„c)r6c^4U£ 

(    0    \ 

AV 

0 

V AV J 

-0 (27) 

for the constraining layer. 

A Numerical Example 

Consider a composite beam of 2 cm wide and 10 cm long consisting of [45°/ - 45°/ - 45°/45°] angle 

ply laminate. Each lamina is 0.6-mm thick and contains 60 volume percent of T-300 carbon fiber in 

an epoxy matrix. The stiffness matrices are 

and B 

962.64   806.64       0 

806.64   962.64       0 

0 0        829.68 

" 46.21   38.72   27.04 

D =     38.72   46.21   27.04 

_ 27.04   27.04   39.82 

0 because the composite laminate is symmetric. 

xlO5- 
m 

N 

(28) 

(29) 

In addition, the specific gravities of T-300 and the epoxy are estimated to be 1.76 and 1.25, 

respectively. Therefore, the specific gravity of the composite will be 1.76(0.6)+ 1.25(0.4)= 1.556. 

The piezoelectric cover shet is PZT-5Z with thickness 0.38 mm, density 7,500 kg m-3, Young's 

modulus 49 Gpa, and Poisson ratio 0.3 (estimated). The viscoelastic shear layer has thickness of 1 

mm and the complex modulus is assumed to be 

U! \ 0.494 

"     '  '"       "" (30) G(u) = 0.142 (—J        (1 + 1.46i)(MNm-2) 
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Figure 3: A cantilever ICL composite beam 

subjected to an offset concen- 

trated load 

The composite beam is cantilevered; fixed at 

y = 0 and subjected to a concentrated harmonic 

load Pelwt at the free end with offset £ (see Fig. 

3). In addition, the deflection at the free end 

(i.e., y = 1 after normalization) is fed back to ac- 

tuate a uniform voltage AV across the thickness 

of the constraining layer through an arbitrary di- 

mensionless transfer function C(s), i.e., 

AV 
r(l-ve)6ey/A$A$ 

Ecd31l 
\C(s)w(l,s) 

(31) 

where A is a dimensionless control gain and w(l,s) is the dimensionless deflection at the free end. 
(c) 

Because AV is uniform, A^ is a constant and AV = 0. Moreover, assume that a reactive force /£ 

exists such that f = 0 in (14). The goal of this example is to study how the control gain A of the 

ICL will affect bending and torsional vibration of the composite beam. 

Because the equation of motion and boundary conditions of this system are so complicated, 

it is no longer practical to find the homogeneous solution of (14) and to determine its coefficients 

through boundary conditions. To obtain a tangible solution of (14), the transfer function approach 

by Yang and Tan (1992) is used. First of all, define a state vector 

( T    T     T dW   ÖuJ   öuj   dwT   d3wT\T 

x(j/,s)= |<x,w^---H3^-,-ld^^->-l^->-lor 1 (32) *-p ) **c '   dt/2   '  By '  8y '   dy '   <V  J 

Therefore, the equation of motion (14) and the corresponding boundary conditions can be rewritten 

as 
F1(S)^

X^+F2(S)x(j/,S)=0 (33) 

and 

M(s)x(0, a) + N(s)x(l, s) = g(s) (34) 

where s = iw and explicit expressions of Fi(s), F2(s), M(s), and N(s) can be found in Shen (1994d). 

Accordng to Yang and Tan (1992), the response is obtained by 

-l 

x(y) 

where 

-FoO(i-y)   Me"Fw + N       g(s) 

F(«) = F^(s)F2(s) 

(35) 

(36) 
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3. 

Figure 4: Bending response w(l,iw) at the 

free end 
Figure 5: Torsional response 0(1, iw) at the 

free end 

As a numerical example, let £ 

controller with 
1 cm and the controller is a proportional-plus-derivative 

C(s) = l + 0.1s (37) 

Figures 4 and 5 show the bending vibration response w(l,iu) and torsional vibration response 

0(1, iw) at the free end. Before the feedback control is activated, the ICL damping behaves like a 

traditional passive constrained layer. The system has four vibration modes for 0 < u < 60. The 

bending response of all four vibration modes are reduced when the control is applied. As far as the 

torsional response, however, only the first two modes are reduced simultaneously by the ICL bending 

damper. (The reduction of vibration response is shown in Figs. 6 and 7.) This phenomenon is a 

direct consequence of the control law (31). When the control is not activated, Fig. 4 shows that 

the third and fourth modes have much smaller bending response than the first and second modes. 

According to (31), the third and fourth modes receive smaller control actions resulting in smaller 

reduction in coupled bending and torsional vibration. This can also be shown through a sensitivity 
analysis as follows. Let y = 1 in (35) to obtain 

Me"* +N(A)  x(l,A) = g (38) 

Notice that the boundary condition matrix N and the state vector x both depend on the control 
gain A. Differentiate (38) with respect to A to obtain 

[Me"* + N(A) 

which can be simplified to (Shen, 1994d) 

dx(l,A) 
dX 

*0,A) + £2iil(u 
dX dX 

0 

-C(*Ml,A)vi8 

(39) 

(40) 
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Model Mode 2 

PCL(X=0) PCL(X=0) 

Figure 6: The first vibration mode at w = 

4.0 before and at w = 5.4 after 

the control is applied 

Figure 7: The second vibration mode at 

u = 21.8 before and at u = 22 A 

after the control is applied 

where vi8 is the 18th column of  Me"F(s' + N(A)      . From (40), the control gain A will not change 

the state vector x significantly when w(l) is small. 

From the sensitivity analysis above, it is natural to propose that the angle of twist 0(1, s) be 

used instead of tu(l, s) in the control law (31) to control the third and fourth modes where torsional 

vibration is more significant than the bending vibration. This proposal, however, could be very 

misleading. For example, if the ra-th mode shape has positive bending and positive twisting, and 

the n-th mode shape has positive bending and negative twisting, then using 0(1, s) to control bending 

vibration will reduce the vibration of one of the mode but increase the vibration of the other mode. 

A possible way to improve the control efficiency might be to use a nonlinear control law such as 

AV = -C(s)w(l,s)\0(l,s)\ (41) 

Experimental Evaluations 

Figure 8 shows two different setups used in the experiments to prove the concept of active constrained 

layer. Setup (a), used by Azvine et al. (1994), consists of a PZT actuator 2 mounted directly on 

to the 3M passive constrained layer. In addition, a PZT acutator 1 collocated with a PZT sensor is 

attached on the other side of the composite beam. In constrast, setup (b), used by Van Nostrand et 

al. (1993), consists of three partially treated active constrained layers. The PZT actuator 2 is glued 

directly to the 3M ISD112 viscoelastic material. Setup (b) also has a sensor and the actuator 1 on the 
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Figure 8: Two different setups used in the active constrained layer experiments 

other side of the beam. In addition, the sensor is collocated with the actuator 2. Notice that setup (a) 

has an additional aluminum constraining layer; therefore, the constrained layer treatment occupies 

a large area of the beam. On the contrary, setup (b) uses PZT actuator 2 as the constraining layer; 

therefore, the damping treatment occupies a smaller area of the beam, because large area of PZT is 

difficult to find. In both setups, a random disturbance is input to the actuator 1. According to the 

response from the sensor, the actuator 2 is regulated through a PPF or displacement (proportional) 

controller. In the experiments, frequency response functions from the actuator 1 to the sensor is 

measured. The dimensions of the composite beam is 13 in.x1.5 in. x0.05 in. The dimensions of the 

PZT is 2.5 in.xl.5 in.x0.01 in. The thickness of both the aluminum and the ISD112 is 0.01 in. 

According to existing theories (Baz, 1993; Shen, 1993; 1994b), a displacement (proportional) 

controller for ^y in Fig. 2(b) will increase the damping, because the shear deformation ipy is 

increased in the damping layer. In addition, a PPF controller for tpy in Fig. 2(b) will increase the 

damping as well, because the control action is transmitted to the beam through the elasticity of 

the viscoelastic layer. The primary goals of the experiments are to verify the existence of these 

two damping mechanisms, and to determine the dimensions and material properties to maximize 
damping performance of the ACL. 

Many experiments are conducted. The following figures summarize the experimental results. 

Figure 9 shows comparison of the open-loop frequency response and the closed-loop response with 

a PPF controller of gain 5 for the setup (a). (Figure 10 shows the frequency response of the PPF 

controller.) The open-loop system corresponds to the traditional passive constrained layer damping 

treatments. When the PPF controller is activated, the amplitude of the first bending mode at 18 Hz 

reduces from 264 x 10-3 to 145 x 10-3. The higher modes are not affected by the PPF controller. 
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Figure 9: Frequency response functions of setup (a): open-loop without control and 

closed-loop with PPF controller; gain = 5 
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Figure 10: Frequency response of the PPF 
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Figure 11: Frequency response functions for setup (a): open-loop without control and 

closed-loop with proportional (displacement) controller; gain = 5 

Figure 11 shows comparison of the open-loop frequency response and the closed-loop response 

with a proportional (displacement) controller of gain 5 for the setup (a). Notice the the proportional 

controller reduces the amplitude of the first bending mode from 264 x 10~3 to 173 xlO~3. Though the 

proportional controller is not as effective as the PPF controller for the first mode, the proportional 

controller does reduce the amplitudes of the higher vibration modes a little bit. 

Figure 12 shows comparison of the open-loop frequency response and the closed-loop response 

with proportional (displacement) controller of gain 3 for the setup (b). Notice that the the pro- 

portional controller reduces the amplitude of the first bending mode from 136 x 10~3 to 98 x 10~3. 

Because the area of the PZT is too small, the control action is relatively limited. In addition, the 

PZT actuator was found to have a crack around the lead after the experiment, which explains the 

noisy signal shown in Fig. 12. The experiment would have been repeated if there had been enough 
time. 

Conclusions and Discussions 

1. Results of this research lead to an analytical model of ICL composite beams obtained by in- 

tegrating the ICL plate model with respect to the plate width. The proposed ICL composite 

beam model is capable of predicting the coupling between bending, axial, and torsional vi- 

brations. The detailed derivation is in a paper submitted to Smart Materials and Structures 
(Shen 1994d). 
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Figure 12: Frequency response functions of the setup (b): open-loop without control 

and closed-loop with proportional (displacement) controller; gain = 3 

2. Numerical results show that ICL bending dampers may or may not reduce coupled bending and 

torsional vibration of a composite beam simultaneously. When the bending deflection is fed 

back to activate the ICL bending damper, the sensitivity analysis shows that only those modes 

with significant bending response will be suppressed simultaneously with their corresponding 

torsional components. More advanced control theory might be needed in order to make the 

control more efficient for those modes without significant bending response. 

3. The normalization is critical to obtaining accurate numerical results from the transfer function 

method by Yang and Tan (1992). If the equation of motion is not normalized, ill-conditioned 

matrices occur and the results might be inaccurate. 

4. When the bending-stretching coupling stiffness Bp is present, the equation of motion (14) 

remains valid. Because the presence of Bp increases the order of derivative of the equation of 

motion, additional boundary conditions are needed to determine the vibration response. 

5. The stability of the system can be analyzed through the approach proposed by Shen (1994c). 

Experimental observations and existing theory of ACL lead to the following conclusons: 

1. An optimization strategy is needed to determine the material properties, thickness, area, and 

weight penalty of the viscoelastic layer that maximize the damping performance 

2. In order to obtain large active damping contribution in ACL treatments, viscoelastic shear 

layers of high stiffness and small loss factor should be used. These requirements, however, will 
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reduce the passive damping from the constrained layer. Therefore, the trade-off between the 

passive and active damping needs to be considered apriori. 

3. If the PZT actuator of setup (b) is replaced by PVDF, then the active constrained layer can 

cover large area. The low stiffness of PVDF, however, might lead to poor performance of the 

active constrained layer for beams with comparably larger bending stiffness. 

4. PPF is known as an effective feedback controller for active damping. Suggested by the experi- 

mental results, design of a more effective feedback controller to maximize ACL damping needs 
to be studied. 
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Abstract 

Obtaining high resolution images of objects in space is a common subject in research 

today. Turbulence in the atmosphere limits the image resolution obtained with larger telescopes. 

To combat this atmospheric effect, speckle imaging techniques have been developed that average 

out atmospheric turbulence to improve image resolution.   The performance of these techniques 

is limited by the achievable signal-to-noise ratios (SNR) in the data. Our aim is to use 

experimental data to test theories on the effect of spectral bandwidths on the data SNR. In 

addition, we use experimental data to determine the Fourier domain noise characteristics of the 

processed data. These results will be used to determine the usefulness of prior knowledge for 

noise reduction. 
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FREQUENCY DOMAIN ANALYSIS OF SHORT EXPOSURE, PHOTON-LIMITED ASTRONOMICAL DATA 

Melani Shoemaker 

1. Introduction 

Atmospheric turbulence imposes severe resolution limitations on ground-based telescopes 

observing space objects over long time exposures (> 60ms). This turbulence results in an effect 

termed atmospheric seeing in which only the low spatial frequency information passes through 

the atmosphere free from significant attenuation. Speckle imaging techniques ' have been 

developed which average out this turbulence to improve image resolution. The amount of 

resolution improvement is a function of the achievable data signal-to-noise ratio (SNR). 

Typically, the image data is collected over a narrow spectral bandwidth in order to minimize 

smearing due to decorrelation of image data as a function of wavelength. However, recently it 

has been shown3 theoretically that the data SNR is an increasing function of the spectral 

bandwidth. Therefore, this theory predicts that the data should be collected with a broad spectral 

bandwidth instead of a narrow bandwidth. This has not yet been verified experimentally. 

In addition, prior knowledge such as positivity and support has long been used to improve 

the quality of images beyond that achievable without using prior knowledge. Recently, it has 

been shown4 that the ratio of the variance of the imaginary component of the Fourier spectrum to 

that of the real component provides insight into the usefulness of prior knowledge to enhance 

resolution. For speckle imaging, the processing methods are nonlinear which makes it extremely 

difficult to analytically calculate the variances of the real and imaginary parts of the reconstructed 

Fourier spectrum. However, recent computer simulation results at the Phillips Laboratory show 

large differences in the magnitudes of the variances, which indicates that prior knowledge should 

be useful for improving image resolution. However, these results have not been validated with 

field data. 

The research this summer had two primary goals. The first goal was to use field data to 

determine the validity of the theory which predicts that the data SNR is an increasing function of 

bandwidth. The second goal was to use field data to verify the computer simulation results 
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concerning the variance properties of Fourier spectra reconstructed using speckle imaging 

techniques. 

The general concept of speckle imaging reconstruction techniques exploits the relationship 

that the image is the convolution of the true object with the system point spread function. So, to 

find the true object we estimate the system point spread function as the image obtained from an 

unresolved star, which acts as a delta function. The object Fourier spectrum is then the Fourier 

spectrum of the image divided by the Fourier spectrum of the estimated point spread function. 

Ideally, then, without noise, the object image is simply the inverse Fourier transform of the object 

Fourier spectrum. Our focus is on image reconstruction of stars at low light levels; as a result, 

attempts to reconstruct an image from such data require employment of statistical processes to 

account for atmospheric turbulence and photon noise. Our processes of choice involve power 

spectrum and bispectrum phase estimation techniques. Image reconstruction in this environment 

places stringent demands on the characteristics of the data used. Focus, atmospheric seeing, 

tracking, exposure time, quantity of data, and brightness of the star all have significant effects on 

the data characteristics that permit good image reconstruction. Therefore, before embarking on 

reconstructing an image from the data, we reduce and analyze the data for such characteristics. 

My work this summer, thus, fell into two categories. One effort has been reduction of 

various image data sets in an attempt to find data that met the requirements of the reconstruction 

techniques. Once appropriate data was found, we employed speckle imaging techniques to 

analyze the data for sufficient power spectrum SNR. If the data was still deemed useful, then the 

phase was estimated via the bispectrum of the image. The phase and Fourier spectrum estimates 

reveal further information regarding the quality of the data in question as will be discussed later. 

The next section of this paper will briefly describe the speckle imaging techniques applied 

to the data, as well as the various data formats that were used. Subsequently, the results of the 

speckle image post processing will be presented for each of three groups of data. Two of the 

three groups of data were taken with a fixed spectral bandpass and will be useful for our analysis 

of their Fourier spectrum variances, but not for the spectral bandpass SNR theories. The other 

data group was taken with varying spectral bandpasses, but we will show that, unfortunately, it 
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was deemed inadequate for our purposes. Finally, we present a summary of our conclusions and 

briefly mention our future plans for expanding on the research performed this summer. 

2. Methodology 

speckle imaging: In the 1970's, Labeyrie1 discovered that the power spectrum of a short 

exposure of an atmospherically distorted image retains high spatial frequency information (up to 

the diffraction limit), although greatly attenuated. Thus, the SNR of the power spectrum at mid 

to high frequencies will be low. Averaging the power spectrum over many short exposure frames 

increases this SNR by a factor equal to at least the square root of the number of frames used in 

the calculation. 

Unlike the power spectrum, the phase spectrum is uniformly distributed at spatial 

frequencies beyond the seeing limit. Therefore methods other than direct averaging must be used 

in order to obtain phase information beyond this limit. Some methods exist that allow the phase 

to be indirectly calculated from an intermediate process that does allow many frames to be 

averaged in order to improve the Fourier spectrum SNR. Our method of choice is based on 

calculation of the bispectrum of the image, the third moment of the image's Fourier transform, 

which conveniently retains phase information at high frequencies . 

power spectrum: Based on Labeyrie's proposals, we obtained a series of short exposure 

(<30ms time duration) pictures (frames) to be used in calculating the average power spectrum as 

follows. To reduce the data into useful form, a biased power spectrum is calculated from each 

frame as the square of the modulus of the FFT (I(u)) of the short exposure image. To unbias the 

power spectrum, the estimated frame noise bias (fnoise) is subtracted. Running totals are 

calculated of the now unbiased power spectra, as well as of the square of the unbiased power 

spectra. The mean power spectrum (ps) for the entire set of data is the unbiased power spectrum 

running total, divided by the number of frames (frames) in the data set (1). 

ps(u) =   ^ (|l(u)|2 -fnoise)/frames (1) 
frames 

If the data is of sufficient quality, then a low frequency seeing spike should be evident and a 

speckle imaging wing (a plateau of lesser magnitude than the seeing spike, and significant 

frequency duration) should appear indicating the presence of mid and high spatial frequencies as 
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extracted from the short exposure images. Next, the power spectrum variance is computed as the 

square of the mean power spectrum subtracted from the running total of the square of the 

unbiased power spectra divided by the number of frames (2). 

var(u) = ^ (|l(u)|   - fnoise]  / frames 
.frames 

-ps(u)2 (2) 

Finally, the average power spectrum SNR per short exposure frame can be formed as the power 

spectrum mean divided by the square root of the variance (3). 

SNR(u)sin5lefram =PSW singleframe Vvar(u) (3) 

As stated earlier, multiplying by the square root of the number of frames yields the power 

spectrum SNR for the entire data set (4). 

f 
SNR(u)entireset = psOO,   

•7var(u) 
V frames (4) 

To be deemed useful data, the SNR must be larger than one up to the desired spatial frequency. 

bispectrum and phase: In order to estimate phase we calculate the bispectrum of each 

frame, compute the average bispectrum over all frames, and then calculate the phase from the 

bispectrum. The bispectrum of a frame, B(u,v), is a product of the Fourier transform of the 

image frame, I(u)=I(ui,u2), as described by equation (5) where * implies the complex conjugate2. 

B(u,v) = I(u)I(v)I*(u + v) (5) 

The phase of the image at frequency (u+v) can therefore be found from the average bispectrum 

as: 

ph{I * (u + v)} = ph{B(u, v) / [I(u)I(v)]} (6) 

Therefore, if B(u,v), I(u), and I(v) are known, then the phase at (u+v) can be calculated. This 

iterative process requires that two low frequency phases be known. Typically, the phase for 

1(1,0) and 1(0,1) are arbitrarily selected. It is known that the ph{I(0,0)} = 0 for a real image. 

Notice that the bispectrum is four-dimensional in u and v, [ B(ui,U2,vi,V2)], creating a huge 

matrix for a 128x128 image. Fortunately, the bispectrum holds eight-fold symmetry, and only a 

fraction of the non-redundant elements contribute to frequencies with high SNR, allowing image 
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reconstruction with only calculating a small percentage of the bispectrum. The recursive phase 

estimation process employed in this research is explained more fully in Matson . The average 

phase spectrum can then be combined with the previously calculated power spectrum to create 

the average Fourier spectrum of the image. 

prior knowledge theory: Having obtained the Fourier spectrum, the variances of the real 

and imaginary components can be calculated. Matson4 has found a link between the ratio of the 

variances of the Fourier spectrum of an image and the ability to improve image reconstruction 

based on prior knowledge of the object being imaged. He theorizes that if the variance of the 

imaginary component of the Fourier spectrum remains either much larger, or much smaller than 

its real component (more specifically a multiplicative factor of 0.6), then a priori knowledge 

would be helpful in reducing noise in the image domain. 

the cameras: We carried out the above methods on image data of unresolved stars taken 

from two different camera types that specialize in photon-limited (low light level) images: the 

Multiple Anode MicroChannel Array (MAMA) and Charge Coupled Device (CCD) cameras. 

The photon-counting MAMA camera provides temporal and spatial coordinates (t, x, y) for each 

photon event encountered at rates up to 1 MHz. Part of my work this summer involved writing 

code to reformat the (t, x, y) sequential data into short exposure frames for a given exposure 

time. The CCD camera, on the other hand, delivers data in frames with an exposure time that is 

fixed when the data is originally stored. Furthermore, the CCD camera itself generates artifacts 

due to varying gains and additive bias among pixel locations, which must be quantified and 

accounted for. This is done by collecting frames of data taken of a uniform ("flat") field and then 

averaging the image frames to find the multiplicative gain for each pixel. In addition, data is 

collected in the dark, multiplied by the average flat field, and then averaged in the image domain 

to yield the average additive bias for each pixel. For data collected by the MAMA camera, the 

estimated frame noise to use in unbiasing the power spectrum is simply the number of photon 

events in the frame. For CCD data, the estimated frame noise includes the average read noise 

induced by the camera itself added to the sum of the number of photon events in a frame. 
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Figure 1 Short exposure of SAO 68166 
9.6ms time duration short exposure image of reference star 
SAO 68166 taken at the Starfire Optical Range (SOR) at 
Kirtland Air Force Base, June 1993. 

3. Results 

The three data sources to which we applied speckle imaging include: data provided by 

Keith Hege of Steward Observatory taken with a MAMA camera in October 1986; data taken 

with a MAMA camera at the Starfire Optical Range (SOR) of Phillips Laboratory at Kirtland 

AFB, June 1993; and CCD camera data taken at the Air Force Maui Optical Site (AMOS) in 

March of 1992. The data taken at the SOR is the group that includes varied spectral bandpasses. 

For reference, Figure 1 shows a short exposure image taken at the SOR with a 9.6ms time 

exposure of the star SAO 68166 of magnitude 7.0 (G5). As seen in the picture, photon-limited 

short exposure images (-10-30 ms) will be sparse: for the data presented in this paper, the 

photon events per short exposure frame are in the range from 350 to 7000. The image frame of 

Figure 1 is typical of the short exposure data used in this paper (although, this is the brightest 

with 7000 photons/frame). 

Hege MAMA Data: The data provided by Hege is composed of frames with 10ms time 

duration and events/frame on the order of 350. The telescope diameter (D) was 2.3m with a 

central wavelength (X) of 550nm and a fixed spectral bandpass of 30nm. All results for this 

group of data are plotted as a function of spatial frequency normalized to one at the diffraction 

limit (D/X). Of the various sets available, we processed images of 66 Orionis, 130 Tauri, 
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Figure 2 Radial average power spectrum of 66 Orionis 
Radial average of the mean power spectrum of the star 66 
Orionis taken at Steward Observatory in October 1986. 
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Figure 3 Power spectrum signal-to-noise ratio (SNR) of 66 Orionis 
SNR of the radial average power spectrum of the star 66 
Orionis taken at Steward Observatory in October 1986. 

and Zeta Delphinus. Since all three sets yielded similar results, only the specifics of the 66 

Orionis data are presented here. To reiterate, our interest in this data is in analyzing the image's 

Fourier spectrum variances. To accomplish this, we first calculated the average power spectrum. 

Figure 2 shows the radial average power spectrum for 66 Orionis over 9819 10ms frames with an 

average of 313 events/frame. This figure illustrates the typical, expected average power spectrum 

for all photon-limited stars: seeing spike at very low frequencies (0-0.03); further high frequency 

information present, but attenuated (0.03-0.75); and frequencies near the diffraction limit (1.0) 
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are clouded by noise (0.8+). For quality data, the mid frequency speckle imaging wing should 

exist as seen in Figure 2. The radial average power spectrum SNR for the entire data set is 

shown in Figure 3. Note that the SNR remains greater than one up to approximately 0.75, 

implying that data up to well over half the diffraction limit has strong signal information. 

So far, this group of data meets our requirements and appears likely to be useful in the 

Fourier spectrum analysis. Next, we calculated the bispectrum and subsequently the phase and 

Fourier spectrum for each data set as described above using a cutoff frequency equal to the 

diffraction limit. The estimated phase for 66 Orionis is provided in Figure 4. In agreement with 

the power spectrum, the phase plot demonstrates strong signal information from d.c. (the center 

of the circle) outward to well over half the diffraction limit (just prior to the edge of the circle). 

This is evident by the smooth nature of the interior of the phase plot, and the rough outer edges. 

[Note, the phase of Figure 4 appears to have discontinuities in the signal; however, the sharp 

visual contrast between black and white is actually a smooth transition resulting from the black 

representing a phase of -it and the white, +%.] 

Earlier it was mentioned that noise reduction with applied prior knowledge is possible if 

the Fourier spectrum variances are disparate by at least a factor of 0.6. This group of data 

demonstrates this phenomenon: Figure 5. Note in this figure the ratio of the variance of the 

imaginary component to the real is less than 0.6 for the frequencies of the seeing spike (0-0.3), 

and that the ratio is greater than 1/0.6 for mid-range frequencies (until 0.2). 

Figure 4 Estimated Phase of the 66 Orionis image 
Picture of the estimated phase of the star 66 Orionis. Black 
corresponds to -7t and white to +7C. 
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66 Orionis:   Variance ratio = var[img(Fs)]/var[real(Fs)] 
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Figure 5 Variance ratio of the 66 Orionis image 
Ratio of the variance of the imaginary component of the 
Fourier spectrum of the 66 Orionis image to the variance of 
the real component. 

SOR MAMA data: The data sets taken at the SOR have varied spectral bandpasses as 

needed for the power spectrum SNR theory validation. To be useful for this purpose, however, 

the power spectrum SNR must meet the quality requirements; namely, it must reveal a significant 

speckle imaging wing. For the star SAO 68166, Figure 6 and Figure 7 show the radial average of 

the power spectrum and its SNR over 1784 short exposures of 9.6ms time duration. It is known 

that D=1.5m and A,=550nm, but the frequency axis is not normalized because the diffraction limit 

is unknown due to the absence of scaling information for this group of data. It should also be 

mentioned that the plots zoom in to frequencies 0-100 although the data actually ranges to 256. 

In analyzing this power spectrum, it is evident that the speckle imaging wing is nearly 

nonexistent (begins at spatial frequency 5 and rapidly tapers off). Another data set, obtained with 

the same camera and system, was processed for reference star 6995. Unfortunately, these results 

(not shown) were even worse than with SAO 68166 in that the speckle imaging wing at mid 

frequencies is almost non-existent. 

CCD data: The third group of short exposure, photon-limited, unresolved star data was 

taken with a CCD camera at AMOS in March of 1992. We analyzed images for the reference 

stars ASN 5747 (magnitude 3.67) and ASN 5953, but will only present results of the former as 
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Figure 6 Radial average power spectrum of SAO 68166 
Radial average of the mean power spectrum of the 
reference star SAO 68166 taken at the SOR, June 1993. 
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Figure 7 Power spectrum SNR of SAO 68166 
SNR of the radial average power spectrum of the reference 
star SAO 68166 taken at the SOR, June 1993. 
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representative of both. This data set is fixed at 30ms exposures (slightly longer than a true 

"short" exposure) and there are only approximately 350 frames per data set. The spectral 

bandpass is fixed at 140nm, D=1.6m, and X is approximately 700nm. As with the Hege data, we 

analyzed this data group to calculate the Fourier spectrum noise characteristics. First, we 

processed the flat fields and dark frames that accompanied the data. Then we adjusted the raw 

image data with the average flat and dark fields in order to mitigate the multiplicative and 

additive artifacts of the camera's recording process. 

In calculating the power spectra and bispectra, we assumed that the read noise was simply 

the standard deviation of the image pixel values of the average dark frame. With this 

assumption, however, the power spectrum of the star ASN 5747 reveals two large bands 

indicating that noise is still present (Figure 8). Changing the assumed read noise to be the 

average power spectrum of the dark frame appears to provide the correct, unbiased power 

spectrum (Figure 9). This adjusts the image at each pixel individually instead of the assumption 

that a constant subtraction suffices. With this change, the mean power spectrum, power spectrum 

SNR, estimated phase and Fourier spectrum variance ratio for the reference star ASN 5747 are 

shown in Figure 10 through Figure 13. The power spectrum (Figure 10) demonstrates a very 

slight mid frequency speckle imaging wing unlike the pronounced wing of the Hege data. This is 

probably due to attenuation from astigmatism which would equally attenuate both the real and 

imaginary components of the Fourier spectrum, so this phenomenon does not rule out the 

usefulness of this data group. The power spectrum SNR (Figure 11) shows reasonably high 

values up until approximately 0.3. The SNR at mid frequencies might be higher if more frames 

were available to be included in the processing. 
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Figure 8 The average power spectrum of ASN 5747 calculated 
with the assumption of constant read noise 
A picture of the average power spectrum of the reference 
star ASN 5747 taken at the Air Force Maui Optical Site 
(AMOS) in March 1992. This picture illustrates the power 
spectrum as calculated under the incorrect assumption that 
the read noise of this CCD camera is a constant among all 
pixel locations. 

Figure 9 The average power spectrum of ASN 5747 calculated 
with the estimated per pixel read noise 
A picture of the average power spectrum of the reference 
star ASN 5747 taken at the AMOS in March 1992. This 
picture illustrates the power spectrum as calculated by 
accounting for the read noise of each pixel individually. 
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Figure 10 The radial average of the power spectrum of 
ASN 5747 calculated with estimated per pixel read noise 
The radial average of the power spectrum of the reference 
star ASN 5747 taken at the AMOS in March 1992. This 
shows the power spectrum as calculated by accounting for 
the read noise of each pixel individually. 
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Figure 11 Power spectrum SNR of ASN 5747 
SNR of the radial average power spectrum of the reference 
star ASN 5747 taken at the AMOS in March 1992 using a 
power spectrum as calculated by accounting for the read 
noise of each pixel individually. 
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Figure 12 Estimated Phase of the ASN 5747 image 
Picture of the estimated phase of the reference star ASN 
5747 as calculated with the power spectrum adjusted for 
per pixel read noise, but a constant read noise in the 
bispectrum. Black corresponds to -n and white to +TC. 

This group does have an anomaly, though: Figure 11 shows an increasing slope at d.c. whose 

cause is unknown. Also, as seen in Figure 12, the phase plots are ellipsoidal rather than spherical, 

indicating a possible dispersion correction problem. The point should be made, however, that the 

phase and Fourier spectrum are obtained via the bispectrum whose calculation has not been 

adjusted for the non-ideal read noise. Therefore, any conclusions based on the estimated phase 

or Fourier spectrum are premature. At this time we have not determined the necessary changes 

that need to be made to the bispectrum calculations. Despite the incomplete read noise 

adjustment, the Fourier spectrum variance ratio (Figure 13) appears to be a potential candidate 

for prior knowledge application since the ratio meets the required separation factor of 0.6 up until 

spatial frequencies of approximately 0.25. Therefore, we anticipate that when the noise 

correction has been made in the bispectrum, this data will be useful for application and 

investigation of Matson's prior knowledge theories. 
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Reference star ASN 5747:    Voriance ratio = vor[img(Fs)]/vor[real(Fs) 

normalized soatiol freauencv 

Figure 13 Variance ratio of the ASN 5747 image 
Ratio of the variance of the imaginary component of the 
Fourier spectrum of the ASN 5747 image to the variance of 
its real component. The Fourier spectrum was calculated 
using a per pixel read noise adjustment in the power 
spectrum, but a constant read noise in the bispectrum. 

4. Conclusions 

The lack of a speckle imaging wing in the power spectra of the SOR MAMA data indicates 

that the camera may have been defocused. This phenomenon underlines the need to calculate 

and view the power spectra on-site at the time of data acquisition to ensure the data will be 

applicable to the purpose for which it is intended. Unfortunately, the defocused nature of the 

SOR MAMA data excludes it from being useful for our intent to investigate the effect of spectral 

bandwidth on the image's power spectrum SNR.   Since this data set is the only one employing 

varying spectral bandwidths, we do not presently have other data with which to explore the 

theory. We anticipate procurement of appropriate data in the next year, and hope to perform the 

intended research next summer. 

The AMOS CCD data will likely be useful for exploring the prior knowledge theories after 

the appropriate read noise corrections have been made to the bispectrum calculations. The Hege 

data, however, presently meets the requirements for examining these theories. Our future plans 

include looking into these results more carefully. 

Acknowledgments:       I thank Dr. Chuck Matson for his insights and direction of this research. 

32-17 



REFERENCES 

1. C. L. Matson, Variance reduction in Fourier spectra and their corresponding images with the 
use of support constraints. J. Opt. Soc. Am. A 11, 97-106 (1994). 

2. D. L. Fried and D. L. Hench, Spectral bandwidth and adaptive optics considerations for white 
light speckle imagery. Optical Sei. Co., rep. TR-1033, 1990. 

3. A. Labeyrie, Attainment of diffraction-limited resolution in large telescopes by Fourier 
analyzing speckle patterns in star images. Astr. Astrophys. 6,85-87 (1970). 

4. A. W. Lohmann, G. P. Weigelt and B. Wirnitzer, Speckle masking in astronomy: triple 
correlation theory and applications. Appl. Opt. 22,4028-4037 (1983). 

5. C. L. Matson, Weighted-least-squares phase reconstruction from the bispectrum. J. Opt. Soc. 
Am. A 8, 1905-1913(1991). 

32-18 



TOPAZ II REACTOR CONTROL LAW IMPROVEMENT 

Yuri B. Shtessel 
Associate Professor 

Department of Electrical and Computer Engineering 

University of Alabama in Huntsville 
Huntsville, Alabama 35899 

Final Report for: 
Summer Faculty Research Program 

Phillips Laboratory 

Sponsored by: 
Air Force Office of Scientific Research 

Boiling Air Force Base, DC 

and 

Phillips Laboratory 

August 1994 

33-1 
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Abstract 

The 6 kWe space nuclear reactor power system TOPAZ II that generates electricity from nuclear heat using in- 

core thermionic converters is considered. The major subsystems that comprise the power system are: the nuclear 

reactor, which contains the thermionic converters, the radiation shield, the reactor coolant system, the cesium supply 

system, the instrumentation and automatic control system. The TOPAZ II Automatic Control System is mainly 

designed to start up the TOPAZ II system, to control the reactor thermal and electric power being supplied to the 

spacecraft payload and to shut down the TOPAZ II system. 

The control algorithms of the TOPAZ II system has been improved to meet the following main goal. This is to 

ensure the reduced sensitivity of the reactor thermal and electric power control processes to the system parameter 

uncertainties mostly associated with the neutron detectors ("ionization chambers") and external disturbances while 

providing the reference electric or thermal power profile following. 

The enhanced controllers have been designed via implementation of the sliding mode control technique which is 

very helpful in the controller design upon the uncertain environment. The TOPAZ II Automatic Control System 

with the designed sliding mode controllers has been simulated in the start up mode and the electric power (current) 

profile following mode. The result of simulations showed the reduced sensitivity of the control processes to the 

variation of the parameters of the system and the improved accuracy and robustness of the thermal and electric 

power (current) reference profile following. The realization of the designed sliding mode controllers in the TOPAZ 

II Automatic Control System 

• should improve the accuracy of the system performance, 

• should bring more reliability and flexibility to the TOPAZ II operation. 
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TOPAZ II REACTOR CONTROL LAW IMPROVEMENT 

Yuri B. Shtessel 

1. Introduction 

The TOPAZ II is a 6 kWe nuclear reactor power system that generates electricity from nuclear heat using in-core 

thermionic converters [1,2]. The TOPAZ II has been designed in Russia for operations in space and should help to 

establish the infrastructure required for the launch and use of future US space reactor systems. The major 

subsystems that comprise the power system are [1,2]: a) the nuclear reactor, which contains the thermionic 

converters; b) the radiation shield; c) the reactor coolant system; d) the cesium supply system; e) the instrumentation 

and control (I&C) system. 

The nuclear reactor contains 37 single-cell thermionic fuel elements (TFE), which are fueled by uranium dioxide 

(UO2) fuel pellets that are 96% enriched in U235. Three of TFEs are used to drive the electromagnetic (EM) pump 

and the remaining 34 provide power to operate the TOPAZ II reactor and the satellite payload. The TFEs are set 

within channels in block of ZrHi 35 moderator, which is canned in stainless steel. The reactor core is surrounded by 

radial and axial beryllium (Be) reflector. The radial reflector contains three safety drums and nine control drums. 

Each drum contains a section of boron carbide (B4C) neutron poison on its periphery that is used to control the 

nuclear reaction by drum rotation. The safety drums operate at fixed rotational speed of 22.5°/sec, whereas the nine 

control drums operate at a variable rotational speed of up to 1.4°/sec. During the operation, the nuclear fuel heats 

the TFE emitters to 1800° to 2100° K. The waste heat is removed by the coolant system, which flows past the outer 

surface of the collector of the thermionic unit and maintains the collector at ~900°K during operation. 

The radiation shield is attached to the lower end of the reactor. The shield is composed of a stainless steel shell that 

contains lithium hydride (LiH). 

The reactor coolant system includes sodium-potassium (NaK) coolant, a single EM pump, stainless steel piping 

and a heat rejection radiator. 

The cesium supply system provides cesium (Cs) to the TFE inter electrode gap. Cesium is necessary to suppress 

the space charge that occurs near the emitters of thermionic converters; suppressing this charge increases the 

efficiency of the converter. 

The TOPAZ II instrumentation and control system (I&C) provides the means of monitoring, controlling and 

displaying system conditions. The control components employed to manage these activities are grouped under the 

name of Automatic Control System (ACS). The ACS is a closed-loop feedback control system. It controls reactor 

system operations by receiving signals from various sensors (thermocouples, flux detectors, current shunts, 

ionization chambers, etc.) located on the reactor system, uses this information to calculate the required actions 

necessary to put or maintain system parameters within their specified, and sends out command signals to perform 

the computed adjustments. 
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The principles that guided the ACS design effort centered on the need for an automatic control system capable of 

performing the various functions. The main functions are follows: 

• Start up the TOPAZ II system. 

• Maintain the operations of TOPAZ II in nominal conditions. 

• Stabilize the voltage supplied to the payload. 

• Provide the following of a payload reference electric power (current) trajectory. 

• Maintain safety control. 

• Shut down the TOPAZ II system. 

The ACS is mainly designed to control the reactor thermal and electric power being supplied to the spacecraft 

payload within the following ranges (and accuracy): 

• reactor thermal power: 0-150% (± 700 watts), 

• electric power supply: 30-125% (± 3.5 amperes, + 0.8 volts). 

The ACS has three functional systems, namely the Telemetry and Command System (TCS), the Automatic 

Regulating System (ARS) and the (Electric) Power Supply System (PSS). The fig 1. [1,2,3] gives a generalized 

simplified overview of the functional diagram of the TOPAZ II nuclear reactor system. 
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Fig. 1. Functional diagram of the TOPAZ II nuclear reactor system 
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In this work we should develop the TOPAZ II reactor control system to ensure the reduced sensitivity of the 

reactor control processes to the system parameter uncertainties mostly associated with the neutron detectors 

("ionization chambers") and external disturbances while providing the reference electric or thermal power 

profile following. 

During the development of the reactor ARS we should solve the following problems: 

V Tlie first problem is to provide the robust control of the start-up mode of the TOPAZ II reactor system via 

sliding mode controller. 

V The second problem is to provide the robust reference payload electric current (power) profile following 

via corresponding sliding mode controller. This operation mode of the TOPAZ II should be a new one. 

These problems have been solved in this work via implementation of the sliding mode control technique which is 

very helpful in the controller design upon the uncertain environment. The realization of the designed sliding mode 

controllers in the TOPAZ II ARS should 

• improve the accuracy an robustness of the system performance, 

• bring more reliability and flexibility to the TOPAZ II operation and 

• reduce the dissipation of the heat through the shunt current/voltage controller in the PSS. 

2. Methodology of the Sliding Mode Control 

Let us consider a single-input-single-output linear control system. This is 

(x = Ax+bu + f(t) 

\y = gx, 
where ieR°-a state vector, /eR" - an external vector-disturbance, u €R - a control function, yeR-an 

output, A € Rn*n- a constant matrix, ieR"-a constant column-vector, geRn-a constant row-vector, \A,b\ 

- a completely controllable pair. 

The objective is to design the control function U to provide Um y(t) = 0 as t —> oo and to make this transient 

process desirable. 

The solution of this control problem in sliding mode implies [4,5,6] 

• the synthesis of the sliding surface a = 0, a e R1 in the in the subspace of output and its derivatives (or in 

some state-variable space) such the behavior of the output of the system (1) in this surface will be desired, 

• to force a control system to move to the sliding surface and maintain this system in the sliding surface thereafter 

by high speed switching control functions. 

2.1 The Sliding Surface Synthesis in the Subspace of the Output and Its Derivatives 

Differentiating the output of the system (1)   k   times until   gAk~'b * 0 we will transform this system  to the 

following canonical form [4,5] 

y,=y»  y^ys^y^gA'x+^f^-'^tJ+gA'-'bu, 
U      " '   '    " (2) 

y = y, 
33-5 



The following surface in the k -dimensional subspace can be formed 
k 

cr = Ec/>;/=0'    ck=L (3) 

To find the equations of the sliding mode in the system (2) in the surface (3) we need [4,5] to solve the equation (3) 

for yk and to substitute obtained solutions in equations (2), then to skip the last differential equation in the system 

(2). That is 
k-l 

y, = y2, y2 = y3,-,yk-i = -Yucjyj> 
M (4) 

y = y. 

The system (4) can be rewritten as one differential equation of the &-th order as follows 

y(k~'} + ck-,y
(k~2>+-+c2y+c,y = o (5) 

The values of coefficients c],c2,...,ck_I could be assigned to provide the desired eigenvalues placement of the 

characteristic equation of the differential equation (5) [4,5]. 

Remark 1. The motion of the output y in the sliding mode depends only on coefficients c,,c2,...,ck_j of the 

sliding surface (3) and is invariant to the parameters A, b, g of the plant (1) and to the external disturbance f(t). 

Remark 2. One needs to differentiate the output of the system k times to realize the sliding mode controller. This 

differentiation should make a big problem upon the noisy measurements of the output y. This multiple 

differentiation can be avoided by means of the calculation of the output's derivatives through the state variables of 

the system (1). In this case the motion of the system (1) in sliding mode (5) should depend on some parameters of 

the system (1). 

2.2 Discontinuous Control Function Design 

Let us consider the following discontinuous control law 

\u+, if o>0 
u = \   -  .,        n (6) [u , it a < 0 

The functions  u+, u~ should be specified to make the sliding surfaces (3) or (7) "attractive" for the trajectories of 

the system (1). This condition  [4,5]   CJ-CT < 0   implies the corresponding inequalities which have to be met by 

means of the appropriate specification of the functions u+ ,u~. 

Remark 3. Based on the above statements we can conclude that in Sliding Mode the system response is insensitive 

to certain parameter variations, nonlinearities and external and interconnection disturbances [4,5] which makes the 

sliding mode control strategy attractive for the output tracking problem solution in nonlinear systems with 

uncertainties and disturbances. 

3. The mathematical model of the TOPAZ II 

The mathematical model of the TOPAZ II system consists of several sub models. They are [3,7]. 
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3.1 Neutronic model 

The Topaz II power system employs a small and compact core, in which neutronic responses of the reactor are 

tightly coupled. The changes occur in the reactor may be described by treating the entire core as a "point". The 

neutronic model describing the response of the reactor can be taken as follows [3,7]: 

at I /=i (7) 

dt       I 

where 

Q is the weighted integral of all neutrons present in the reactor normalized to the heat power, 

p(0      is the net reactivity of the reactor,       Q* (t) is the effective neutron source strength, 

/* is the prompt neutron lifetime,     X,,. is the decay constant for the i-th precursor group, 

C, is the concentration of the i-th precursor group normalized to the initial power, 

ß; is the fractional yield of the i-th group of delayed neutrons. 

The respective kinetics parameters are given as follows 

"ß^S.040-10-4, ß2= 1.704- 1(T3, ß3 = 1.504 -1CT3, 

ß4=3.256-10~
3, ß5 = 1.024-lO"3, ß6 =2.080-10"

4, 

X, =0.01275-', A,2= 0.0317 A A,3 =0.1160J
_1
, (8) 

X4 =0.31105-', X5 = 1.3970^,  X6 = 3.8720 s"1, 

ß = 0.008, /*=2-10"5, Q\t) = l.46-lQ-5W/s. 

The initial values of the coordinates of the system (7) have been selected as follows: 

ß(0) = 100000 fT or 115000^,   Q(0) = 1.197 108, C2(0) = 2.688 108, C3(0) = 6.483 107, 

C4(0) = 5.235 107, C5(0) = 3.665 106, C6(0) = 2.686 105. (9) 

The net reactivity of the nuclear reactor is given in the form: 

P(0 = pc(0 + Ap(0. (10) 
where pc(t) is the integral reactivity worth of the control drums, and Ap(f) is the reactivity feedback of the 

reactor. The integral reactivity worth of the control drums is given as follows [3,7]: 

Pc(O = 6.89-lO"1305-2.33-1O-1O04+3.28-lO-903+4.57-lO"6©2-5.88-lO-50 + ß,      (11) 

where © is the angular position of the main control drum expressed in degrees. 

Two values of ß have been used for the reactor kinetic description: 

• ß = -2.3 • 10-2, which implies the controlled reactivity range -2.875 < pc (t) < 2.398 in $, 

• p = —3.5 • 10~2, which implies the controlled reactivity range -4.375 < pc (t) < 0.9875 in $. 
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The reactivity feedback of the reactor caused by temperature change in the ZrH moderator, reflector, reactor core 

support plates, U02 fuel and TFE electrodes have been determined under isothermal conditions up to a temperature 

of 1000 K. The main component of the reactivity feedback of the reactor is determined by the moderator. This is: 

- =-A-\Q-'Tm+2-\Q)-i0+1.2, 
dt 

Ap = -8.22-10-16(r„,-300)5+1.6-10-12(7;-300)4-l.ll-10-9(7;„-300)3+ (12) 

+ 2.92-10-7(7;„-300)2+1.76-l(r5(7;-300) 

The initial value of Tm has been selected as follows: Tm = 800 K for the current profile following mode and 

Tm = 300 K for the start up mode. 

3.2 Thermal Model 

Among the thermal processes in the reflector, reactor core support plates, the U02 fuel and TFE electrodes the 

thermal process in the U02 fuel is the "fastest" one. This process in the U02 fuel is described as follows [3,7]: 

-^ =-0.01257} +2.295-10~4ö + 3.75. (13) 

The initial value of 7} = 2136K for the current profile following mode and 7} = 300K for the start up mode. 

3.3 Thermionics Model 

We assume that the output voltage is stabilized by a separate controller at 27 volts level and the cesium pressure is 

stabilized at the level 2 torr. Then the payload current 7 is described by the following differential equation [3,7]: 

— = -4.07-10"4/ + 1.874-10-5Ö. (14) 
dt 

The description of the output electric power P can be also very useful. This is 
dP 
— = -0.01 IP + 5.56 •KT'ß. (15) 
dt 

Two sets of the initial values been selected as follows: 

7(0) = 184.999,4,   P(0) = 5000^ and 7(0) = 213.8,4,   P(0) = 5750*F. (16) 

3.4 Control Drum Drive Model 

The control drum drive system [1,2] is designed to rotate the reactor control drums from 0° to the angle < 180°. 

Angular velocity of the drums is 1.4°/sec when the motor is operating at 135 Hz. The stepper, motor speed is 500 

rpm at 135 Hz and is 0.1°/sec when the motor is operating at 9 Hz. We will use the equivalent mathematical model 

of a stepper motor as an ordinary differential equation of a second order. This is [8] 

(Jm+n2JL)Gm = Tm-nTL, 
180 

r.=-jT^ (17) 

& = n&       Q = nD.       &   = Q 
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where 

J, JL ( Nm sec2 / rad) are the inertia moments of the motor and load (drums) correspondingly, 

Tm, TL (Nm) are the torques of the motor and a load (disturbance) correspondingly, 

n is a gear ratio («=1:2102), 

0m, 0 (degrees) are the position angles of the motor and the drum correspondingly, 

Q ,, Q (degrees / sec) are the angular velocities of the motor and the drums correspondingly, 

U (volts) is the equivalent control voltage, 

k- (Nm I A), Ra (Om) are the torque constant and the armature resistance of the motor 

correspondingly. 

The control drum drive parameters have been taken as follows 
\kt =0.0741 NmlA, Ra=\0Om, 

\J = 2-\0~3Nmsec2/rad,   JL = 7.4-10* Nm sec2/ rad. 
(18) 

,L=7A-WNmsec'/rad. 

The resulting equivalent description of the control drum drive has been obtained as follows 

f6 = °- (.9, 
Q = 0.055*7-3.52-lO-3^, 

while |Q|< 1.4° /sec,O<0< 180°. 

The following initial values of parameters and the disturbance torque have been selected for the simulation purpose: 

0(0) = 90 degrees,   Q(0) = 0, 

TL = 85.12[l(f - 75) - l(f - 95)] - 170.24[l(f - 95) - l(f -120)] Nm. (20) 

3.5   Payload Reference Electric Model 

We assume the reactor start-up mode is finished. It means that the reactor is to be in a nominal operational mode 

already. The desired change (profile) of the reference payload current from the nominal value can be caused by the 

scheduled turn on or turn off some payload unit. This change has been defined as follows [3,7]: 

T     
ref = -I ,+Iß" (21) dt 1ref^1ref> v     ' 

where    i   is a time constant; lfj£  is a final value of the reference payload current change. 

The desired change (profile) of the reference payload electric power from the nominal value can be specified 

similarly. This is [3,7] 

X     re/=-P,+Pyi" (22) 
dt 

where T is a time constant; Pr^"   is a final value of the payload electric power change. 

We will specify the time constant T upon the assumption that the immediate or average rate of change with respect 

to time of the neutronic (heat) power of the reactor is limited. This is 

dQ 
dt 

<80PF/sec. (23) 
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The inequality (23) should be met for any moment at the control interval if the time constant satisfies the following 

inequality 

x> 6.75(7,,, -/,,). (24) 

If to think about the inequality (23) to be met in average at the control interval than 

x>1.68(7>;-4), (25) 

where /,„, Ifin  is the initial (nominal) and final current values correspondingly. 

The following values of parameters have been specified during the simulations: 

4 = 185,4 (or 213.8,4),   Ifm =206,4 (or 234.8,4),   x = 30sec (26) 

3.6 Start Up Thermal Power Reference Profile 

The TOPAZ II reactor start up mode consists of the following operations [1,2] 

• Rotate shutdown drums to 180° (full out). 

• Rotate control drums at full speed (500 revolutions/min of the stepper motor => 1.4°/sec of control drums). 

• When the position angle of control drums is « 154° then reverse motor direction until the position angle is « 145° 

then stop. 

• When the reactor thermal power is « 6 kW then begin feedback control to maintain a 600 W/s power ramp rate. 

• When the reactor thermal power is « 30 kW, adjust a reactor power ramp rate to 80 W/s until reactor power is 

115 kW, then maintain 115 kW while system is achieving steady state mode. 

4. Control Problem Formulations 

Two control problems have been formulated and solved in this work. They are. 

4.1 The Reference Thermal Power Profile Following ("Start Up Mode^ 

The following assumptions have been done 

• the TOPAZ II reactor system is considered to be described by the equations (7) - (26), 

• first three steps of the start up mode (without feedback control) is over and the reactor thermal power is « 6 kW. 

The problem is to specify the parameters U+, U~ and a of the discontinuous control law 

\U\ ifo>0, 
U = 1 (27) 

[ZJ-, if CT<0, 

where U+, U~ are the continuos functions of the coordinates of the reactor system and a is a sliding surface, 

to provide the desired following of a reference thermal power profile in the sliding surfaced = 0. 

4.2 The Reference Current Profile Following 

The following assumptions have been done: 

• the TOPAZ II reactor system is considered to be described by the equations (7) - (26), 

• the start up mode has been over. 

The problem is to specify the parameters U+, U~ and a   of the discontinuous control law (27) to provide the 

desired following of a payload reference electric power (current) profile in the sliding surface (7 = 0. 
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5. The Design of TOPAZ II Reactor Sliding Mode Controllers. 

At the first step we should specify the equation of the sliding surface CT = 0 so that the thermal power tracking error 

e = Q- Qref ( payload current tracking error £ = I- Iref  or electric power tracking error  (p = P- Pref ) has 

the desired performance in the sliding surface, where Qnf is a reference thermal power profile, Iref   {Pref) is a 

payload reference current (electric power) profile. For example, we can think about the tracking error performance 

as a desired one if the tracking error is described by the ordinary linear time-invariant homogeneous differential 

equation with the desired (given) eigenvalues placement. 

At the second step we plan to specify discontinuous control functions U+ ,U 

• to provide the movement of the reactor system to this sliding surface, 

• to maintain the system in the sliding surface thereafter. 

5.1 Methodology of the TOPAZ II Reactor Sliding Mode Controller Design 

First, we should look for a sliding surface equation as a linear form of the tracking error and its derivatives. This is 

a=X<x/'=0,   a„=l. (28) 
k=0 

We need to define the value N and the values ak V& = 0, N -1 to specify the equation of a sliding surface (28). 

To specify the value N we need to 

• differentiate the tracking error K times so that its K-th derivative contains the control function U, 

• specify Nas follows: N = K- I. 

We should specify the values (Xk Vk = 0,N -1 to make the solution to the differential equation (28) to be the 

best in some meaning. We will think about the solution to the differential equation as the best one if it minimizes 

the integral of time multiplied by absolute error (ITAE) [9]: 
T 

J=\t\e{t)\it, (29) 
o 

where 7^ is the settling time which is the time required for the system to settle within a 2% of an input amplitude. 

Second, we should look for the continuous control functions U+, U~ which provide the movement of the reactor 

system to the sliding surface (28) and maintain the system in the sliding surface thereafter. The conditions for the 

specification of the control functions U+, U~ can be derived on the base of the well known inequality [4,5] 

o-d<0, (30) 

which expresses the existence condition of the sliding mode in the sliding surface. 

5.2 The Sliding Mode Controller Design for the Reactor Start Up Mode 

First, differentiating the tracking error   e = Q-Qref    through the system (7) - (26) we can find that the third 

derivative e <3> ~ U and N = 2 in the equation of the sliding surface (28). It means that the sliding surface (28) 

actually is the differential equation of the second order. The characteristic equation of the differential equation of 

the second order (28) can be formed as follows: 

r2 +2^conr + ©n
2 = 0, (31) 
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where CO,, is to be defined upon requirements to the settling time of the transient process in the sliding mode. This is 

<än>4/^Ts. (32) 

The optimal value of E, in expression (32) is known [9] to be equal to 0.7. 

Second, the optimal coefficients of the differential equation (28) with N = 2 should be specified as follows 

a0= GV, a,= 2^a)n. (33) 

The following value of the settling time has been selected: Ts = 10sec and the corresponding value of CO,,  has 

been specified as follows: CO,, =0.57 . The coefficients (33) became: 

a0= 0.327,   ai=0.8. (34) 

Third, the following values of U+, U~ in discontinuous control law (27) were specified: 

U+= 27 volts, U+= -27 volts (35) 

to meet the inequality (30) calculated through the equations of the system (7)-(26). 

The block-diagram of the sliding mode controller (27), (28), (34), (35) is depicted at the fig. 2. 

^ 
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U 

Fig. 2 The block-diagram of the start up sliding mode controller 

Remark 4. The sliding mode controller shown at the fig. 2 is related to the actuator in the form of DC motor, 

described by the equations (17)-(20). Actually the stepper motor is the actuator in the TOPAZ II reactor system. The 

designed sliding mode controller needs adjustment to be implemented in the system with a stepper motor. It is 

obvious from the equations (19) that 

Q= f[0.055t7-0.00352ri)Jx, Q„,=-Q, 
• n 

(36) 

IQ. | < 1.4 °/sec and I Qm I < 3000 °/sec, then the signal (36) has to be transformed by a multiplexer to the pulses 

with 27 V magnitude and the frequency proportional to the signal (36) so that 1.4 °/sec => 138 Hz [1,2,3]. The 

block-diagram of the adjusted start up sliding mode controller upon the assumption TL = 0 is depicted at the fig. 3. 
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Fig. 3 The block-diagram of the adjusted start up sliding mode controller 

U/ts 

QU1 »t 

stepper motor input 

Let us study the sensitivity of the start up sliding mode controller to the gain uncertainty of the ionization chamber. 

The motion of the reactor system in the sliding surface (28), (34) is described by the following differential equation 

e + 0.8e + 0.327e = 0, (37) 

where e = Q- Qref and Q is measured value of the actual reactor thermal power Q. Let us assume that 

ß = (l + i|/)ß, (38> 

where unknown value V|/ reflects the uncertainty of the ionization chamber description . It is obvious that if the 

sliding mode exists in the sliding surface (28), (34) then the tracking error described by the differential equation 

(37) is vanishing with time, i.e. lime(?) = 0 as t -» oo. It means that the start up process should be stable. In 

steady state we will have 

Q = Qn Qn 
1 + V|/ 

The expression (39) tells us that in steady state we should have the stabilization error Aß = 

(39) 

V 
1 + \|/ 

Cref 

5.2 The Sliding Mode Controller Design for the Reactor Reference Current Profile Following Mode 

First, differentiating payload current tracking error s = I- Iref   through the system (7)-(26) we can find that the 

fourth derivative S<4>~ U and N = 3 in the equation of the sliding surface (28).   It means that the sliding surface 

(28) actually is the differential equation of the third order 

a = e' + a2e + a1e + a0E=0 (40) 

The characteristic equation of the differential equation (28) can be formed as follows: 

(r + r,)(r2+2^CDIIr + oJ) = 0, (41) 

where CO,, ,rx are to be defined upon requirements to the settling time of the transient process in the sliding mode. 

This is 

ö)„>4/^rs,       r,»^con. (42) 

The optimal value of \ in expression (41) is equal to 0.7 [9]. 

Second, the optimal coefficients of the differential equation (40) have been defined as follows 

cco^co2,   a^l^cö^+coj,   a2=r,+1.4(ö„,. (43) 
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The following value of the settling time has been selected: Ts = lOsec and the values of r, and C0/(   have been 

specified as follows: con = 0.57,   rx = 2. The coefficients (43) became: 

a0= 0.654,   a, =1.927,   a2=2.80. (44) 

Third, the continuous values U+, U~ in the discontinuous control law (27) were specified as 

1/+ = 27 volts, (7+=-27 volts (45) 

to meet the inequality (30) calculated through the equations of the system (7)-(26). 

Remark 5. The sliding mode controller (27), (28), (40), (44), (45) has been designed for the actuator in the form of 

DC motor, described by the equations (17)-(20).   The block-diagram of the sliding mode controller adjusted to a 

stepper motor is shown at the fig. 4. 

Fig. 4 The block-diagram of the adjusted sliding mode controller 

of the reactor reference current profile following mode 

6. Simulation of the TOPAZ II Reactor Start Up Mode via Sliding Mode Control 

The VisSim simulation package has been used for the simulation of the TOPAZ II reactor system start up mode. 

The Runge Kutta 4th Order Algorithm with 0.0002 sec step size has been used for the solution of the differential 

equations during the simulations. The set of the simulations shown at the fig. 5-9 corresponds to the absolutely 

accurate measurement of the thermal power, i.e. Qmeasured = Qactual- The start up controlled mode curves for the 

cases Qmeasured = 0.95-Qaclual and Qmeasured = 1-05-g^, are shown at the fig. 10 and 11 correspondingly. . 

All simulations have been performed for the controlled reactivity range —4.375 < pc (t) < 0.9875 in $. 

Discussion 1 

• Based on the fig. 5 - 9 it is obvious that the desired thermal power profile is tracked almost perfectly during the 

start up mode. Meanwhile the required angular velocity of a motor doesn't exceed the limit 1.4^/sec. 

• Based on the fig. 10, 11 it is obvious that the thermal power profile following during the start up mode is robust 

to the uncertainty in the actual thermal power measurement. The steady state tracking error is proportional to the 

measure of uncertainty \\l. This result is as expected based on the formula (39). 

7. Simulation of the TOPAZ II Reactor Payload Current Profile Following via Sliding Mode Control 

The VisSim simulation package has been used for the simulation of the TOPAZ II reactor system current profile 

following mode. The Runge Kutta 4th Order Algorithm with the step size 0.0002 sec has been used during the 
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simulations for the solution of the differential equations. The set of simulations, shown at the fig. 12 - 16, has been 

performed for the controlled reactivity range -2.875 < pc(t) < 2.398 in $. The next simulation, shown at the 

fig. 17, has been performed for the controlled reactivity range -4.375 < pc (t) < 0.9875 in $. The value of the 

simulation step size has been specified as 0.00025 sec during the second set of the simulations for the controlled 

reactivity range —2.875 < pc (7) < 2.398 in $. The results of the simulations with the following backslash 

characteristic of a motor drive 
e 

are shown at the fig. 18-20. 

Discussion 2 

• Based on the fig. 12 - 17 we can conclude that the given pay load current profile following is very accurate with 

zero steady state error. This is much better than the requirement to the accuracy of the current stabilization process 

which is 3.5 ± 0.3 5 A. Meanwhile the required angular velocity of a motor doesn't exceed the limit 1.4"/sec. 

• Based on the fig. 18 - 20 we can conclude that in the case of backslash the given payload current profile 

following is also very accurate with zero steady state error. 

• On the fig. 19 we can see the oscillations of the control drums. The double magnitude of these oscillations «0.75° 

with the angular frequency » 0.2 Hz. To our mind this regime is acceptable for the control drum drive system. 

• On the fig. 20 we can see that the angular velocity of the motor position angle changes its sign rapidly. However 

the limitation (1.4^/sec) to the value of the angular velocity is met. 

8. Recommendations to the implementation of the sliding mode controllers in TOPAZ II reactor system 

Simplified functional diagram of the part of the TOPAZ II Automatic Control System, improved in this work, is 

depicted at the fig. 21. 

Controller 

lonization 
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-$-> 

Current 

Profile 

Following 

Controller 

Stepper 

Motor 

Drive 

Nuclear 

Reactor 

Thermionic 
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System 

Electric 

Load 
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Sensor 
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Fig. 21 Simplified functional diagram of the part of the TOPAZ II Automatic Control System 
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The position 1 at the fig. 21 corresponds to the start up mode and the position 2 corresponds to the reference current 

profile following mode. Initially the control system has to be turned on the position 1. The control system could be 

switched in the position 2 after the payload current is » 100 A and output voltage is stabilized on the 27 V level by 

the mean of the corresponding voltage regulator. Then the reference payload current profile should be followed 

during the reactor system operation. The other scenario could require the control system to be turned on the position 

2 after the start up mode is completely over. 

9. Conclusion 

The TOPAZ II space nuclear reactor system is considered. The reference thermal power profile following (start up 

mode) and the reference payload current (electric power) profile following controllers have been designed via 

sliding mode control technique. The sets of the simulations of the TOPAZ II Reactor System with the sliding mode 

controllers have been performed. The results of the simulations showed the very accurate reference thermal power 

profile following and reference payload current profile following which are almost insensitive to the system 

parameter variations (ionization chamber) and external disturbances. 
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IMPEDANCES OF COPLANAR CONICAL PLATES IN A UNIFORM 
DIELECTRIC LENS AND MATCHING CONICAL PLATES FOR FEEDING 

A PARABOLOIDAL REFLECTOR 

Alexander P. Stone 
Professor 
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Abstract 

In this paper we investigate impedance characteristics of coplanar conical plate geometries 

which pass through a lens boundary. The plates are initially in a dielectric lens matching 

to exterior conical plates which serve as a paraboloidal reflector feed. The lens impedance 

Zin, is a function of the "half-angle", a', of the interior conical plates, but is independent 

of the ratio, F/D, of focal length to reflector diameter. Various practical choices of this 

ratio are made and impedances, Zout, of the exterior region are calculated. As a' —► 0, 

the ratio Zout/Zin approaches y/e^, where er is the relative permittivity of the lens region. 

As a' increases, the impedance ratio also increases. Numerical and graphical impedance 

results are presented as a function of F/D, so that one can trade off the various performance 

characteristics. 
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IMPEDANCES OF COPLANAR CONICAL PLATES IN A UNIFORM 
DIELECTRIC LENS AND MATCHING CONICAL PLATES FOR FEEDING 

A PARABOLOIDAL REFLECTOR 

Alexander P. Stone 

1     Introduction 

One form of an impulse radiating antenna (IRA) consists of a paraboloidal reflector fed by 

conical transmission lines that propagate a spherical TEM wave, which originates from the 

focal point of the reflector. A diagram which depicts such an IRA is shown schematically in 

Figure 1. The design considerations of a uniform dielectric lens useful in launching a spherical 

termination 
impedance 

lens 
region 

paraboloidal 
reflector 

Figure 1: Schematic diagram of Prototype IRA-2 

TEM wave onto such a paraboloidal reflector have been investigated in earlier work [1, 2, 3], 
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Figure 2: Lens Design Parameters 

and the geometrical parameters for the lens design are indicated in Figure 2. The lens design 

in essence consists of specifying the following parameters. 

a) h, the cylindrical radius of the outermost ray which intercepts the reflector, 

b) a dielectric medium for the lens, with relative permittivity er, 

c) the angle, 82max, from the apex of the conical transmission line (focal point) to the 

edge of the reflector. This angle is determined by the reflector geometry through the 

ratio F/D, where F is the focal distance from the center of the reflector and D is the 

reflector diameter, 

d) the angle 6lmax made by the line inside the lens with respect to the direction of launch. 

There are several reasons for employing dielectric lenses in such an application, and these 

have been discussed in [3].  The reasons may be briefly summarized as follows.   First, the 

34-4 



ideal point source at the focal point is physically realized by a closing switch. The high 

voltage between the switch electrodes dictates the use of a dielectric medium surrounding 

the switch enclosure. Secondly, a dielectric medium can also be used to ensure a spherical 

TEM wave launch inside the lens. All rays emanating from the switch center should exit the 

lens boundary and end up on a spherical wavefront centered on the focal point at the same 

instant. The "equal transit-time" condition, which provides the basis for the lens design, 

generates an optimal spherical wave (not truly TEM at very early times due to different 

transmission coefficients at different points on the lens surface) launch onto the reflector. 

Note that 6lmax in [1] is taken as 90° and defines the center (symmetry plane) of the conical 

plate. The frequency dependence of the dielectric constant of the lens medium is also an 

important consideration in the choice of the material. The dielectric constant chosen is 

approximately 2.26, which is the dielectric constant for materials such as transformer oil 

or polyethylene and is approximately frequency independent over the frequency range of 

interest. 

In this report we are concerned with impedance calculations for a lens geometry, which 

we take as a coplaner conical plate geometry as investigated in [2]. The lens impedance 

as a function of the half-angle, a', (Figure 3) of the interior conical plates, as well as the 

impedance outside of the lens, is calculated on the basis of this coplaner conical geometry. 

The reflector geometry, specified by the F/D ratio, determines the acceptable range for the 

angle a'. The notation in Figure 3 is the same as that which appears in [2]. The lens 

characteristic impedance is denoted by Z{n while the characteristic impedance of the region 

outside of the lens is denoted by Zout. These impedances are calculated and tabulated for 

various F/D ratios in the later sections of this report. 

34-5 



V 

Itns 
boundary 

Figure 3: Coplanar Conical Plate Geometry 
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2     Theoretical Considerations in Lens Design 

Let us recall the equal-time condition for a diverging spherical wave in a medium with 

permittivity ei going into another diverging spherical wave in a second medium with per- 

mittivity e2. The equation which describes this equation is derived in [4] and it also appears 

in [3] in the form 

y/Tr {[(zb - £2 + £,f + *IY12 ~ ti} = V^ {[*? + *IY/2 ~ **} (2.1) 

where £i,£2,zb, and Vb are as they appear in Figure 2. The coordinates (zb,Vb) are co- 

ordinates of a point on the lens boundary. This equation may then be used to obtain an 

analytical expression for the lens boundary curve, which expresses the angle 82 as a function 

of 0i. The resulting expression is 

ABsin2(0i) + |£cos(0i) - Ae?\yJ[B2 - 2ABe? cos(91) + A2e] - A2sin2(öO 
cos(02) =  

B2 - 2ABe? cos(0a) + A2eT 

(2.2) 

where 

A=    (l2/li)-l 

B=   (£2/ti)-e? 

The lens boundary curve is specified by first choosing an appropriate F/D ratio which 

determines the angle 62max of Figure 1. The lens parameters h, er, and 0lmax are then chosen 

(consistent with certain constraints which are discussed in [1]) so that the lens parameters 

£i/h and £2/h are obtained and a boundary curve is generated with 0 < Q\ < 9imax and 

0 < 62 < 92max. Note that 92max is not the largest 92 on the lens boundary, but that 92 

which corresponds to the edge of the reflector and similarly for 9imax. In the cases which we 

investigate the angle 8lmax will be 90°. For the chosen value of F/D, a family of lens designs 

may then be generated by various choices of 9imaxy subject to the constraints mentioned in 
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[1]. In Figure 4, lens boundary curves for 6lmax = 90° and F/D values of 0.25, 0.3, 0.33, 0.4, 

and 0.5 are displayed. Note that larger values of F/D lead to larger lenses, while the value of 

02ma* decreases with increasing F/D. The limiting or trivial case occurs when F/D = 0.25. 

In this case, unlike the cases where F/D > 0.25, reflections from the lens surface (spherical) 

do occur, bu the TEM wave is not distorted. There are also some limitations on how small 

82 can be for a given 6imax. These are based on the slope of the lens boundary matching the 

ray direction. 

Lens Boundaries 

-i—I—I- 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.1 0.9 1.0 I.I 1.2 1.3 1.4 1.5  1.6 17 1.8 1.9 2.0 2.1 12 2.3 

LV-<?2 -i,)3/h 

Figure 4: Lens Shapes with 6lmax = 90° , er = 2.26 (Cylindrical Coordinates) 
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3    Impedance Calculations 

We begin by fixing the F/D ratio which determines the angle 92max of Figure 1. Since 

the angle 9lmax is 90° for all chosen values of F/D, and er = 2.26, the range of the angle 

a' is determined. Thus for all values of F/D considered, the value of Zin depends only on 

a'. The lens characteristic impedance Zin can then be calculated by the procedure described 

in this section. Note that 2a' = /?£n) - ß[%n) and so the value of a' determines the angles 

ßi'n\i = 1,2. The angles ß\out) are then found from equation (2.2) and thus the lens shape 

will be determined. 

The problem of calculating the characteristic impedance of the lens region and the region 

exterior to the lens can now be considered. The geometry, that of coplanar conical plates, 

is described in Figure 3.   A formula for the characteristic impedance of such a geometry 

appears in [2] and is given by 
Z0      K{min) ,„ - ^ 

where er is the relative permittivity for the lens material and the parameter m,n is given by 

TUin = 
tan2(/3{-72) 
tan2(/3<'n)/2) 

The impedance Z0 is 376.73 ohms. The quantities K(min) and K'(min) are complete elliptic 

integrals of the first kind. Formulas for these integrals appear in many places (for example, 

in [5]) and are given by 

K{min)   = T/2(l - m,-nsin2(0))-*<£0 (3.3) 
Jo 

K'(min) = K(l - min) = K(m{;n)) (3.4) 

where 0 < mtn < 1 and raj"1' = 1 — m;„.  We may also introduce a geometric impedance 

factor /j,n) as 

/ (.n) = ^(m'") (3.5) 
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and thus rewrite (3.1) in the form 

Zin = fiin)Zo/^Tr (3.6) 

Similar expressions hold for the region exterior to the lens. Thus we take for the charac- 

teristic impedance of this region 

Zout - 2OIö (3-7) 

where 
tan2(/3Jou<)/2) 

and 

K'(mout) = K(l - mout) (3.9) 

Likewise a geometric factor, ffjoui\ is given by 

flout) = §r^\- (3-10) K'(mout) 
K       J 

The elliptic integrals which depend on the parameters min and mout may be evaluated by 

the tables in [5] or by use of the Mathematica program. The integrals can also be evaluated 

numerically by expanding the integrand and performing a term-wise integration which yields, 

for \min\ < 1, 

*K„) = 5(1 +(5V»*.+ (57)'< + •••) ("I) 
oo     ■>       /n   \ 2 

IT   ~    1      2n\ 
=     9    Ü   InL m"» (3.12) 2 nf o 4   U 

where 

(2n\       (2n)! 
\nj      (n!)2 " 

When m,n, or mout, is near 0 or 1, there are expressions for K(m)/K'(m) which may be 

derived. We consider approximations for mtn first. 
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The formula (3.2) for m,n may be reexpressed in the form 

(l-cos^J'-^Cl+cos^)) 
rriin = 

(l-sin(a))2       A-aV 

mout = 
(l + cos(/3jou()))(l-cos(/3(°u<))) 

If we use formula (2.2) and let a' —> 0 we find 
i 

Hence, if min —► 1 , a' —► (1 - m,n)/4 as a' —■*■ 0 . 

Thus 

(3.13) 
(l + co.(/3{,,B)))(l-cos^n))) 

and since 

#">   =   1+°' (3-W) 

we then obtain, for small a', 

(3.15) 
(1 + sin(a))2      V1 + aJ 

Hence 

min ~ 1 — 4a' , as a —> 0 (3.16) 

and so 

mi     = 1 — m,-n ~ 4a' , as a —► 0 . (3-17) 

We also have, from [5], 

Wp±   „   ljj^),asmtn_0 (3.18) 
K \rnin) IT     \minj 

K(min) 1     /     16    ^ 
    ~   -In     ,asmin—»1 (3.19) 

A#(m,-n) 7T     V1 _ "W 

Similar expressions for mou< may also be derived from 

(l-cos(^))(l + cos(/ö(°ut))) 
(3.20) 

B2 + 2ABe?a' + A2eT 
mout 1 • (Ö.21) 

B2-2ABe?a' + A*eT 

1 + a(l - m,n) ,       . 
mout ~ j- r , as m,n —► 1 , (3.22) 

1 - a(l - m,n) 
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where 

ABe? 
a " 2(5* + A2£r) ■ 

Thus if m,n —► 1, the impedance ratio 

Zput   _     ,— K(mout)      K'(min) 

Zin 
rK'{mout)      K(min) 

In 16 
[l-(l+g(l-m,n))2]        \ ~ V^    v-^-™^n     _^ e-? (323) 

tTlz  1— min 

as m,n —>■ 1. 

Armed with the above formulas we may now calculate the impedances Zin and Zout, and 

also the ratio Zout/Zin for various practical values of F/D. In our impedance calculations 

we have chosen F/D ratios of 2.5, 3.0, 3.3, 4.0 and 5.0. For each of these F/D ratios, 

tabulations of a' ,ß?n) ,min ,/M ,Zin ,/3jou<) ,mout , /j™<> , Zout and Zout/Z,n are given. 

The data appears in Tables 1 through 5, while graphical results are presented in Figure 5, 

which gives plots of Zout/Zin versus a' , for each of the chosen values of F/D. The special 

case where F/D = 0.25 was mentioned in Section 2. Note that for our choice of er = 2.26 

and for the limiting value of F/D = 0.25, we have Zout/Zin = y/Tr = 1.503. Also, on each of 

the Tables 2 through 5 the calculation for Zout = 400 ohms is listed separately. 

4     Conclusions 

In Tables 2 through 5 we observe that as a! increases, the ratio Zout/Zin increases. Small 

values of a' correspond to larger values of Zin, and so as a' —► 0 , Zin increases and smaller 

values of Zout/Zin imply a better match at the lower frequencies (radian wavelengths of 

the order of h or larger) for which a transmission-line approximation is appropriate.   As 
i 

a> —*■ 0 , Zout/Zin  —>  e?   = 1.503, which is the ratio of the wave impedances of the 

media. For a ray propagating along the z axis (in the positive z direction) this represents a 
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F/D - 0.5 

£r = 2.26 

F/D =  0.4 

F/D =  0.33 

F/D = 0.3 

F/D =  0.25 

I    |    I   I    I    I    I    I    I    1    I    I    I    1    I    I    1    I    1    »»   a' 
2°   4°   6° 8°  10° 2CT 3Q 4Q 

Figure 5: Impedance Ratio, Zout/Zin, versus half-angle, a' 
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transmission coefficient of 
i 

Tt = 4^— = 1-201 (4.24) 
Cr5+1 

while the smaller values of a' make the transmission-line transmission coefficient 

T" ~ idrn (4-25) 
z    +1 

approach the same value.  Note that for F/D = 0.25 the two transmission coefficients are 

the same for all a'. 

The special case of F/D = 0.25 (a spherical lens) has the property that waves transmitted 

and reflected via the lens boundary are spherical TEM waves. However the reflected wave 

then is focused on the apex of the interior conical transmission line where it reflects back 

toward and through the lens boundary (with a fast rise time) unless there is a matched load 

at this apex. Larger F/D values make this wave reflected from the lens boundary dispersed 

in the lens and exiting the lens giving a smoother transition from the initially-transmitted 

fast-rising wave to the late-time behavior. It would then appear that F/D should be larger 

than 0.25, but not excessively so, since lens size increases with increasing F/D. 
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a' ßiin) fit* TTlin ft] zin 

(degrees) (degrees) (degrees) (ohms) 

0.5 89.5 90.5 .9657 1.951 488.8 

1.0 89 91 .9326 1.730 433.5 

2.0 88 92 .8697 1.509 378.2 

3.0 87 93 .8110 1.380 345.8 

4.0 86 94 .7562 1.288 322.9 

5.0 85 95 .7050 1.217 305.1 

6.0 84 96 .6573 1.159 290.5 

7.0 83 97 .6127 1.110 278.2 

8.0 82 98 .5710 1.067 267.5 

9.0 81 99 .5321 1.030 258.1 

10.0 80 100 .4957 0.9961 249.6 

11.0 79 101 .4618 0.9656 242.0 

12.0 78 102 .4300 0.9377 235.0 

15.0 75 105 .3467 0.8660 217.0 

18.0 72 108 .2786 0.8072 202.3 

21.0 69 111 .2231 0.7571 189.7 

24 66 114 .1779 0.7135 178.8 

27 63 117 .1410 0.6747 169.1 

30 60 120 .1111 0.6396 160.3 

33 57 123 .0869 0.6076 152.3 

36 54 126 .0674 0.5780 144.9 

42 48 132 .0393 0.5245 131.4 

48 42 138 .0217 0.4766 119.4 

54 36 144 .0111 0.4325 108.4 

60 30 150 .0052 0.3909 97.9 

66 24 156 .0020 0.3504 87.8 

Table 1: Coplanar Conical Plate Parameters Inside Lens (independent of F/D) 

34-15 



a' a(out) ß(0Ut) 
rriout 

j(out) 
Z0ut Z0ut 

(degrees) (degrees) (degrees) (ohms) ~z~ 
0.5 79.12 80.03 .9684 1.977 744.7 1.524 

1.0 78.67 80.48 .9378 1.756 661.6 1.526 

2.0 77.77 81.39 .8794 1.536 578.5 1.530 

3.0 76.87 82.30 .8246 1.406 529.8 1.532 

4.0 75.96 83.21 .7732 1.315 495.3 1.534 

5.0 75.06 84.12 .7249 1.244 468.5 1.536 

6.0 74.17 85.03 .6796 1.186 446.6 1.537 

7.0 73.27 85.95 .6370 1.136 428.1 1.539 

8.0 72.37 86.86 .5970 1.094 412.0 1.540 

9.0 71.47 87.78 .5594 1.056 397.8 1.542 

10.0 70.58 88.71 .5241 1.022 385.1 1.543 

11.0 69.68 89.62 .4909 0.9918 373.6 1.544 

12.0 68.79 90.55 .4598 0.9638 363.1 1.545 

15.0 66.11 93.33 .3770 0.8920 336.0 1.548 

18.0 63.44 96.14 .3082 0.8330 313.8 1.551 

21.0 60.77 98.97 .2511 0.7827 294.9 1.554 

24.0 58.11 101.8 .2037 0.7388 278.3 1.557 

27.0 55.46 104.7 .1644 0.6997 263.6 1.559 

30.0 52.80 107.6 .1319 0.6644 250.3 1.561 

33.0 50.15 110.6 .1050 0.6320 238.1 1.564 

36.0 47.50 110.8 .0920 0.6147 231.6 1.599 

42.0 42.21 104.3 .9000 0.6120 230.5 1.754 

48.0 36.92 96.82 .0878 0.6089 229.4 1.920 

54.0 31.64 88.22 .0855 0.6056 228.1 2.105 

60.0 26.37 78.19 .0831 0.6021 226.8 2.316 

66.0 21.09 66.44 .0808 0.5988 225.6 2.569 

Note: When a' = 8.8° , Zin = 259.70, Zout = 4000, and Zout/Zin = 1.542 

Table 2: Coplanar Conical Plate Parameters Outside Lens (F/D = 0.3) 
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a' 
a(out) ^out) 

Tnout 
f(out) 

Zout Zout 

(degrees) (degrees) (degrees) (ohms) Zin 

0.5 73.90 74.70 .9715 2.011 757.6 1.550 

1.0 73.50 75.09 .9439 1.790 674.4 1.556 

2.0 72.70 75.89 .8909 1.570 591.3 1.564 

3.0 71.91 76.68 .8409 1.440 542.7 1.569 

4.0 71.11 77.48 .7936 1.349 508.2 1.574 

5.0 70.31 78.27 .7490 1.278 481.4 1.578 

6.0 69.51 79.06 .7068 1.220 459.5 1.581 

7.0 68.70 79.85 .6670 1.170 441.0 1.585 

8.0 67.90 80.64 .6293 1.128 424.9 1.588 

9.0 67.10 81.43 .5937 1.090 410.7 1.592 

10.0 66.29 82.22 .5600 1.057 398.1 1.595 

11.0 65.49 83.01 .5282 1.026 386.6 1.597 

12.0 64.68 83.79 .4981 0.9982 376.1 1.600 

15.0 62.26 86.15 .4172 0.9266 349.1 1.608 

18.0 59.82 88.50 .3488 0.8679 326.9 1.616 

21.0 57.39 90.84 .2909 0.8179 308.1 1.624 

24.0 54.94 93.18 .2419 0.7744 291.7 1.632 

27.0 52.49 95.51 .2005 0.7357 277.2 1.639 

30.0 50.03 97.84 .1654 0.7008 264.0 1.647 

33.0 47.57 100.2 .1359 0.6689 252.0 1.655 

36.0 45.10 102.5 .1110 0.6395 240.9 1.663 

Note: When a' = 9.8° ,Zin = 250.90, Zout = 400ft, and Zout/Zin = 1.594 

Table 3: Coplanar Conical Plate Parameters Outside Lens (F/D = 0.33) 
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a' a(out) 
ß{2°Ut) 

m-out 
f(out) 

Zout Zout 

(degrees) (degrees) (degrees) (ohms) ~z~Z 
0.5 63.77 64.29 .9799 2.123 799.8 1.636 
1.0 63.50 64.55 .9602 1.902 716.7 1.653 
2.0 62.97 65.06 .9220 1.682 633.6 1.675 
3.0 62.42 65.56 .8853 1.553 585.0 1.691 
4.0 61.87 66.05 .8501 1.461 551.0 1.705 
5.0 61.31 66.53 .8164 1.390 523.8 1.717 
6.0 60.74 67.00 .7840 1.332 502.0 1.728 
7.0 60.17 67.46 .7529 1.284 483.6 1.738 
8.0 59.58 67.90 .7231 1.241 467.6 1.748 
9.0 58.99 68.34 .6946 1.204 453.6 1.758 

10.0 58.40 68.76 .6672 1.171 441.1 1.767 
11.0 57.79 69.17 .6409 1.141 429.7 1.776 
12.0 57.19 69.57 .6158 1.113 419.4 1.785 
15.0 55.32 70.68 .5465 1.043 393.1 1.811 
18.0 53.41 71.65 .4855 0.9869 371.8 1.838 
21.0 51.45 72.48 .4321 0.9395 353.9 1.865 
24.0 49.45 73.14 .3852 0.8990 338.7 1.894 
27.0 47.41 73.63 .3441 0.8639 325.4 1.925 
30.0 45.34 73.91 .3082 0.8329 313.8 1.958 
33.0 43.23 73.97 .2768 0.8056 303.5 1.993 
36.0 41.10 73.79 .2494 0.7812 294.3 2.032 
42.0 36.76 72.58 .2047 0.7398 278.7 2.120 
48.0 32.33 70.06 .1710 0.7065 266.1 2.228 
54.0 27.83 65.98 .1457 0.6798 256.1 2.363 
60.0 23.27 60.07 .1269 0.6586 248.1 2.533 
66.0 18.67 52.09 .1132 0.6422 

and Zout/Zin 

241.9 

= 1.804 

2.755 

Note: When at = 14.2° , Zin = 221.7f2, Zout = 400ft, 

Table 4: Coplanar Conical Plate Parameters Outside Lens {F/D = 0.4) 
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a! o(out) ß(out) 
m-out 

f(out) 
J9 Z0ut Z0ut 

(degrees) (degrees) (degrees) (ohms) Zin 

0.5 53.01 53.24 .9899 2.347 884.0 1.809 

1.0 52.89 53.35 .9800 2.126 800.9 1.848 

2.0 52.64 53.56 .9606 1.905 717.8 1.898 

3.0 52.37 53.75 .9415 1.777 669.3 1.935 

4.0 52.08 53.92 .9228 1.685 634.9 1.966 

5.0 51.79 54.08 .9046 1.615 608.3 1.994 

6.0 51.48 54.22 .8868 1.557 586.6 2.019 

7.0 51.15 54.34 .8694 1.509 568.3 2.043 

8.0 50.81 54.44 .8525 1.467 552.6 2.066 

9.0 50.46 54.53 .8360 1.430 538.7 2.088 

10.0 50.09 54.59 .8199 1.397 526.4 2.109 

11.0 49.72 54.64 .8043 1.368 515.3 2.129 

12.0 49.33 54.67 .7891 1.341 505.2 2.150 

15.0 48.09 54.64 .7460 1.273 479.7 2.210 

18.0 46.76 54.43 .7066 1.219 459.4 2.271 

21.0 45.33 54.03 .6708 1.175 442.7 2.333 

24.0 43.83 53.45 .6383 1.138 428.7 2.398 

27.0 42.25 52.67 .6090 1.106 416.8 2.465 

30.0 40.60 51.70 .5827 1.079 406.5 2.536 

33.0 38.88 50.54 .5590 1.056 397.7 2.612 

36.0 37.11 49.19 .5379 1.035 390.0 2.692 

42.0 33.43 45.93 .5021 1.002 377.5 2.872 

48.0 29.57 41.95 .4738 0.9764 367.8 3.080 

54.0 25.57 37.32 .4517 0.9567 360.4 3.325 

60.0 21.47 32.08 .4346 0.9417 354.8 3.622 

66.0 17.27 26.33 .4217 0.9305 350.5 3.992 

Note: When a' = 32.2° , Zin = 154.3ft, Zoui = 400ft, and ZoutlZin = 2.592 

Table 5: Coplanar Conical Plate Parameters Outside Lens (F/D = 0.5) 
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ABSTRACT 

Under the AFOSR summer research program researchers from Utah 
State University / Space Dynamics Lab spent 12 weeks at the Phillips lab 
developing the reflected laser communication concept for low Earth orbit- 
ing satellites. The work was divided into proof of concept studies, techni- 
cal demonstrations, and organization of a future cooperative research. The 
bench testing of a ferroelectric liquid crystal based retromodulator indicated 
that bandwidths on the order of 50 kHz can be achieved with off the shelf 
components. A proof of concept study using a high altitude balloon has been 
organized to further test the ferroelectric liquid crystal based retromodula- 
tor design of Utah State. This report outlines some of the reflected laser 
communications activities conducted under this summer research program. 

35-2 



Reflected Laser Communication Systems 

Charles M. Swenson 
Assistant Professor 

Utah State University 

Stephen Clarke 
Graduate Student 

Utah State University 

1     Introduction 

Satellite laser communications concepts have been under development for 

many years. Laser communications from ground to low earth orbit is rela- 

tively simple because most of the hardware is on the ground and the satellite 

need only be provided with a relatively simple sensor. However, conventional 

approaches to laser communication from satellite to ground require sophis- 

ticated hardware aboard the satellite such as a reliable laser subsystem and 

a capable subsystem for optical acquisition, tracking, and pointing to the 

receiver. The complexity of this hardware introduces concerns about cost, 

added weight, power consumption and reliability; the efforts needed to re- 

solve these concerns have significantly delayed the implementation of laser 

communications systems on operational satellites. An example of the effects 

of this problem is the recent cancellation of the DSP Laser cross link program 

after 10 years of development and approximately $600 million spent. 

An alternate approach to laser communications which does not require 

extensive hardware on the satellite is possible for satellite down links.  As 
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stated above, the problem of most concern is communications from satellite 

to Earth. The alternate concept is as follows: First a laser site on the ground 

illuminates the satellite with either a continuous beam or a uniform train of 

pulses. On board the satellite is a corner cube, which reflects the incident 

laser light back to the transmitter on the ground. Associated with the 

corner cube is a modulation mechanism which reacts rapidly to change the 

intensity or the polarization of individual reflected pulses. By appropriately 

controlling this retromodulator the laser light pulses reflected back to the 

ground station are encoded with the communications signal (see Figure 1). 

This approach offers the potential advantage of significantly reducing the 

size, power, and weight of hardware required aboard the satellite for laser 

communications while maintaining the advantages of laser communications 

in general. Reflected laser communications is a relatively new concept that 

has many potential applications. This technology may be appropriate where: 

• The remote part of the communications link must be very low power. 

• The remote site is inaccessible except by free space transmission. 

• Weight and volume at the remote sight are a concern. 

• There is a need for a "secure" data link. 

• RF jamming is a concern. 

• Simplicity at the remote is desirable. 

• A moderate data rate is required. 

• Occasional delayed access to communications are acceptable. 
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• There is a need for simultaneous communications access to the remote 

sight. 

A few specific applications that could benefit from such a technique are: 

• Communications during atmospheric re-entry. 

• Communications to/from downed pilots. 

• Satellite to satellite links. 

• Satellite to earth links: 

— Redundant or backup communications link. 

— Fly along noninterfering link. 

— Primary communications link. 

This type of communications system is very attractive for small or micro 

satellites since overall power concerns are primary in these simple satellite 

designs. 

Utah State University / Space Dynamics Lab is currently involved in re- 

flected laser communications research and has produced feasibility studies, 

link budgets, and tested key parts of a retromodulator design [Jensen and 

Swenson, 1992]. Dr. Charles Swenson and Stephen Clarke, graduate stu- 

dent, from the department of electrical engineering at Utah State University 

have spent approximately 12 weeks during the summer of 1994 working on 

proof of concept studies and technical demonstrations of the reflected laser 

communication concept at Phillips Lab under the Air Force Office of Scien- 

tific Research Summer Research Program. The work was concentrated in 

two directions.  First, a bench test of key components of a retromodulator 
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and second, organization of a balloon based demonstration of a reflected 

laser communication system. A proposal to NASA to test the reflected 

laser communication as a cooperative effort between NASA, USU, and the 

Phillips lab was also generated and submitted this summer. This report out- 

lines some of the reflected laser communications activities conducted under 

this summer research program. 

2    Retromodulator development 

The key to an effective reflected laser communications link is the retromod- 

ulator and this is where most of the initial development effort has been di- 

rected. A retromodulator for long distance communications (eg. low Earth 

orbit to ground) needs to be a rather large aperture device (more than 1 

inch diameter), with a large acceptance angle. In addition, this device must 

be able to modulate at high speeds. For use on a spacecraft, the modu- 

lator must be a low power device. Currently, the most promising off the 

self device is a ferroelectric liquid crystal (FLC) which is very similar to the 

common liquid crystal technology used in consumer electronics. This family 

of devices has been space qualified and we foresee no problems space qual- 

ifying FLCs which are extremely low power devices. The planned balloon 

experiment will be testing retromodulators built from FLCs. Communica- 

tions links up to 100 kbps appear possible with these devices which can be 

made up to 3 inches in diameter and have acceptance angles as large as 45 

degrees. There is evidence that with continued development FLCs could 

be developed for used in links up to 1 Mbps. We note that there are other 

technologies in development at Sandia National Labs for retromodulators 
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Neutral 
Laser     Beam Density     Field     Beam 
Diode    Collimator   Filters       Stop      Splitter     Polarizer 1     FLC    Polarizer 2     Lens 1     Detector 1 

to   S    I  H    :    Q Q 
Lens 2   <ff£> 

Detector 2     |||| 

Figure 1: Experimental layout for testing FLC light valve operations, 

that would make 10 to 100 Mbps links possible. 

2.1    Testing 

Six one inch ferroelectric liquid crystal half wave plates (FLC) were pur- 

chased from Displaytech Inc. for laboratory bench testing. Unfortunately 

there was a 9 week paperwork delay in obtaining the half wave plates and 

only a limited amount of testing was completed in the remaining time. The 

FLCs were placed between two crystal polarizers and illuminated with a col- 

limated 810 nm laser diode. The experimental layout is illustrated in Fig. 1. 

Some the issues examined and the observations from the testing were: 

• Speed: The FLCs show usable modulation depth out to 50 kHz. A 

graph of the normalized transmission verses modulation rate for several 

FLCs is shown in Fig. 2. We note that the average transmission for 

each FLC varies and can be controlled by polarizer orientation and 

bias. The effect and its control particularly need further study. 

• Temperature effects: It was found that neither the speed nor the mod- 

ulation depth was greatly effected within a 20° to 40° C temperature 
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Figure 2: Transmission verses modulation speed for several different FLCs. 
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range. 

• Biasing effects: A slight DC bias of less than 1 Volt effects the modu- 

lation depth and average transmission at high speeds. 

• Polarizer orientation: the orientation of the polarizers greatly effects 

the modulation depth and the average transmission at high speeds. We 

found that maximum modulation depth at high speed did not occur 

at with both polarizers aligned as expected, but occurred at an angle 

ranging between 30 to 80 degrees. This orientation correlated with the 

average transmission being the mean of the max and min modulation 

depth at low speed. 

• Defect Effects: The FLCs we tested had various aperture defects that 

made them unsuitable for low speed high contrast applications typical 

for FLCs. None of these defects were a detriment to the retromodula- 

tor application. 

The final bench testing done with the FLCs was to demonstrate them 

in the retromodulator configuration. The setup for this experiment is il- 

lustrated in Fig. 3. The retromodulator concept worked as expected but 

unfortunately there was little time remaining for testing. The experimental 

setup was only qualitatively tested to determine if the modulated return sig- 

nal could be detected and if it was significantly different than expected. The 

FLC retromodulator configuration generally operated as expected. Detailed 

testing is needed. 
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Figure 3: Experimental layout for testing FLC light valve operations. 

3    Balloon Test Program 

PL/SX is launching a balloon payload in January of 1995 for Sandia Na- 

tional Labs. The primary mission is atmospheric sampling but there is room 

for an additional payload providing it is small and can be easily mounted 

on the existing package. USU and Phillips lab have recently teamed on a 

proposal to USRA for the STEDI small satellite program to include a test of 

the reflected laser communications concept. USU would provide the space- 

craft portion of the hardware and Phillips Lab would provide the needed 

ground station capabilities. Jeff West of PL/SX suggested that this balloon 

flight could be used to provide a simple proof of concept test of the pro- 

posed satellite project. A balloon at 24 km altitude is probably the next 

closest platform to an actual satellite as most of the turbulent effects of the 

atmosphere would be observed. The appears to be an ideal opportunity 

for a quick and relatively inexpensive demonstration of the reflected laser 

communications concept as well as a good "dry run" for a potential satellite 

demonstration. 
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3.1 Program Objectives 

Here we present a brief outline of the objectives of the balloon test. 

1. Develop a working relationship between USU and PL on reflected laser 

communications. 

2. Demonstrate the basic principles of the reflected laser technique in a 

way that show scaleability to a satellite. 

3. Test atmospheric effects (scintillation, backscatter, etc) on vertical 

propagation through the atmosphere. 

4. Validate the communications link budget for reflected communica- 

tions. 

5. Test an assembly of FLC based retromodulators for parallel operation, 

temperature effects, speed, and modulation depth. 

3.2 Program Description 

The balloon will be launched from Kirtland Air force Base's auxiliary field 

heliport. Ideally the balloon will be launched 3 to 4 hours before sunrise 

and the experiment will be carried out both in darkness and during sunrise. 

The balloon will drift east for a period of about 2.5 hours until it reaches 

an altitude of 85,000 ft at which point the high altitude winds will bring 

the balloon back westward. Approximately 4 hours after the balloon launch 

the payload will be within a 60 degree viewing angle from vertical for SOR. 

Observations will continue for the next two hours as the viewing angle de- 

creases to approximately 15 degrees. During this period SOR will illuminate 

the payload with a low-power laser and look for modulated returns. 
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The retroreflector assembly will be similar to Fig. 4 and will provide at 

least a 60 degree acceptance angle or a 120 degree full angle field of view. The 

retroreflector payload will cycle through a test pattern approximately every 

minute. This test pattern will consist of a bit sequence transmitted multiple 

times at several rates. At the lowest rate the FLC will have a modulation 

depth of 1 whereas at the highest rate of 100 kHz the modulation depth will 

approach 0. The objective is to capture two or three of these test patterns 

for analysis. 

Utah State University will be responsible for the over all experiment de- 

sign and will provide the electronics for generating the test pattern, driving 

the FLCs, and controlling their temperature. The electronics package will 

be built in the labs of PL/VT with cooperation and support of VT. Tem- 

perature data will be stored throughout the flight in solid state memory for 

later analysis requiring recovery of an undamaged payload for data retrieval. 

The analysis of the onboard and SOR data will be done at Utah State Uni- 

versity in with cooperation with SOR. The final report will be prepared by 

Dr. Charles Swenson. 

PL/SX will provide the balloon launch, design and fabricate the mechan- 

ical aspects of the retromodulator experiment, and provide a mechanism for 

attaching the payload to the balloon. The design of the retromodulator 

housing will be in cooperation with Utah State University. 

PL/LI will provide the retroreflector and the FLCs. These will be be 

installed in the retromodulator housing and integrated with the electron- 

ics package by Utah State University. LI will provide the ground station 

resources through SOR for this experiment. 
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Figure 4: Experimental retromodulator assembly for a satellite test of the 
FLC retromodulators. 

35-13 



3.3    Balloon Electronics 

The goal of this portion of the project was to design and build an electronics 

support package for the projected balloon launch. The requirements of the 

electronics package are summarized into the following four areas. 

• A variable modulation rate, from 1kHz to 100kHz. 

This was accomplished using the built-in programmable UART on 

the Dallas Semiconductor 80C320 microcontroller. The baud rate is 

programmed to begin at Ik bits per second and end at 100k bits per 

second. From Ik bits per second to 10k bits per second the step size is 

by Ik bits. From 10k bits per second to 50k bits per second the step 

size is by 5k bits. From 50k bits per second to 100k bits per second a 

single modulation occurs at 75k bits per second. This gives a total of 

20 different modulation rates. 

• Test pattern for the retromodulators: 

The bit pattern selected consists of three basic patterns. First an 

alternating set of logic ones and logic zeros. Second a string of logic 

zeros with a single logic one in the center. Third is the opposite of 

the second, a string of logic ones with a single logic zero in the center. 

Each test pattern consists of sixteen bits. The test pattern is repeated 

twice at each of the modulation rates. 

• Temperature control of the electronics and the FLCs: 

The FLCs operating performance is directly related to their tempera- 

ture. Therefore the temperature of the individual FLCs will be moni- 

tored. If the temperature of an FLC falls to a critical level the heating 
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element for that FLC will be turned on, until the FLC returns to a 

good operating temperature. 

• Recording the temperature of the FLCs for post flight analysis: 

Since the FLC temperature is critical a record of the temperature of 

each FLC will be kept for the duration of the balloon flight. The 

temperature profile will be stored in a non-volatile memory, as well as 

a time stamp of when the temperatures determined. This data will be 

downloaded to a computer for analysis after the flight. 

At the core of the electronics package is a Dallas Semiconductor DS80C320 

8-bit microcontroller. A schematic drawing of the proposed balloon ex- 

periment electronics is shown in Fig. 5. The DS80C320 is instruction set 

compatible with the Intel 8051. Some of the main features that led to the 

selection of this device are the dual internal full-duplex UARTs, multiple 

16-bit timers, and an optimized architecture that reduces the average time 

per instruction. One of the UARTs is used to the modulate the FLCs, and 

the other is used as a serial communications link between the electronics 

package and a computer. 

The temperature sensors used are the AD590. The AD590 is a two ter- 

minal integrated circuit temperature transducer which produces an output 

current proportional to absolute temperature. For supply voltages between 

+4V and + 30V the device acts as a high impedance, constant current regula- 

tor passing luA/K. The AD590s were selected because of their good linearity 

over a large temperature range. The output current from the AD590 is fed 

through a Ik ohm, 1% tolerance resistor. The voltage developed across this 

resistor is directly proportional to the temperature. A single 8-bit, 16 input 
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Figure 5: Schematic diagram of the electronics for the planned balloon ex- 
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analog-to-digital converter is used to convert the voltage across the resistor 

in to its digital representation. 

The temperature data is stored in a 32k x 8 SRAM. This is more than 

adequate storage for the expected six hour balloon flight. The SRAM sits 

in a socket, the DS1213D from Dallas Semiconductor, that contains an em- 

bedded lithium battery that is used to retain the data. Power-fail detection 

occurs between 4.75 and 4.5 volts. When Vcc falls below 4.75 volts, the 

chip enable is inhibited. This prevents false data from being written to the 

SRAM. Also the internal battery supply is switched on, holding the current 

contents of the SRAM. The embedded lithium battery has a data retention 

time of greater than 10 years. 

The heating elements are controlled through an 8-bit latch. This allows 

one, all, or any combination of the heaters to be active at a time. The current 

for each heating element is provided by an external transistor connected to 

the latch. This allows the current through the heater to be maximized while 

keeping the latches within operating tolerances. 

The signal coming out of the UART is at TTL levels and needs to be 

amplified to meet the operating requirements of the FLCs. Therefore the 

output of the UART is connected to an op-amp with a gain of 4, and a -10 

volt offset. This gives a voltage swing from -10 to 10 volts. The output of 

this op-amp if fed into a series of op-amps, one for each FLC. This second 

op-amp allows the voltage swing and the offset to be optimized to each FLC. 

From bench testing the FLCs appear to work best with a -10 to 10 volt signal 

and a 0.4 volt offset, this offset varies slightly with modulating frequency. 

A set of dip switches is used to select the mode of operation of the 

electronics package.  There are three modes of operation, first one to clear 
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the memory and set the time on the time keeping socket. A second to 

transmit the data stored in the memory through the UART to a computer. 

And third the modulation and acquisition mode. This design is currently 

being bread-boarded and tested prior to layout of a printed circuit board. 

4    Summary 

The twelve weeks of the AFOSR summer research program have been very 

productive in developing a cooperative relationship between three direc- 

torates (VT, SX, LI) within Phillips lab. Significant progress has been made 

in arranging for the Starfire optical range to support future reflected laser 

communications projects. A significant proof of concept study has been ar- 

ranged between USU and Phillips lab for this coming January by making 

use of extra payload capability of a high altitude balloon. Significant bench 

test results were obtained on FLC based retromodulators that can be con- 

tinued at Utah State University. The AFOSR summer research program is 

a very important and effective program in promoting cooperative research 

between Universities and the Air Force labs. 

35-18 



References 

Jensen, G., and C. Swenson, 1992. A laser downlink for small satellites using 

an optically modulated retroreflector. In Proc. 6th Annual AIAA/USU 

Conf Small Sat. 

35-19 



A MATHEMATICAL MODEL OF 
SELF SIMILAR COMPRESSION OF COMPACT TOROIDS 

Y.ChiaThio 
Associate Professor 

Department of Physics 

with 

R. Peterkin , Tao Du   , and G. Kiuttu 

University of Miami 
P. 0. Box 248046 

Coral Gables, FL 33124-0530 

(305)284-3150 
e-mail: thio@phyvax.ir.miami.edu 

Final Report for: 
Summer Faculty Research Program 

Phillips Laboratory, Kirtland AFB, NM 

Sponsored by: 
Air Force Office of Scientific Research 

Boiling Air Force Base, DC 

and 

Phillips Laboratory, Kirtland AFB, NM 

August 1994 

* 
** 

Phillips Laboratory, Kirtland AFB, NM. 
Physics Department, University of Miami, Coral Gables, FL. 

36-1 



A MATHEMATICAL MODEL OF SELF COMPRESSION OF COMPACT TOROIDS 
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Abstract 

A mathematical model using a lumped parameter approach is developed in a systematic and rigorous 
manner to study the self similar compression of compact toroids (CT) in a coaxial and conical railgun.The 
CT is modelled as a ring with annular spherical caps as its bottom and top boundaries orthogonal to the 
radius vector rather than planar boundaries orthogonal to the z-axis. The ring element is endowed with 
the appropriate internal plasma flow with both radial and azimuthal kinetic energy and momentum. It is 
further endowed with an appropriate internal energy and a magnetic field. The presence of an initial 
magnetic field, an internal energy and rotational kinetic energy have immense effects on the compression 
dynamics of the CT. These effects are rigorously modelled and studied with respect to the stagnation 
points at which the maximum radial convergence of the CT is obtained under a particular set of operating 
conditions. We found that the effective inductance gradient of the accelerator, U, is sensitive to the precise 
shape of the drive current. In the present paper, the drive current is assumed to flow in the q-direction 
along the upper spherical cap. 

The development model has been very rewarding in several ways. It leads directly to closed form 
analytical expressions describing the physics of the CT compression explicitly in several major cases. The 
closed form analytical solutions are found to be very useful for studying quantitatively the details of the 
compression dynamics. The mathematical development leads naturally to simple computer models for 
simulating the operation at the system level of actual devices using realistic power supplies including 
capacitor banks, inductor with opening switch, and magnetic flux compression generators. This should 
provide a very useful aid to the engineering design of actual CT compression devices and to the 
interpretation of experiments. 
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A MATHEMATICAL MODEL OF SELF SIMILAR COMPRESSION OF COMPACT TOROIDS 

Y. Chia Thio, R. Peterkin, Tao Du, G. Kiuttu 

1    Background 

Current experimental results have led us to explore the compression of compact toroids (CT) in a self 
similar manner in a conical coaxial railgun (Figure 1.1) [1],[2],[3]. The practical significance of self similar 
compression lies in the fact that this mode of compression is geometrically the most efficient. That 
is, complete three dimensional compression of the toroid is achieved, resulting in the plasma density 
increasing inversely with the third power of its radius. 

Inner 
conductor 

Outer 
Conductor 

The plasmoid 
(Compact 
Toroid) 

Figure 1.1: Compression of plasmoids using a conical coaxial railgun 

Peterkin[3] conducted a series of full 2|-D MHD (MACH2) simulations of the compression dynamics 
to investigate the physical conditions under which the compact toroids can be compressed in a self-similar 
fashion. He found empirically from his numerical experiments that, the compression dynamics admits a 
similarity variable in the form of a dimensionless parameter, 

mr r 

EB 
(1.1) 

where m is the mass of the CT, r is its radius, r is its instantaneous acceleration, and EB is the total 
magnetic energy embedded in the CT. He found that, for values of P in the range of 1-10, self-similar 
compression of the CT is possible. 

In this paper, our aim is to develop a simple, lumped element, model of the self-similar compression 
dynamics as an aid in the design and the interpretation of the compression experiments. The model 
yields to closed-form solutions of the equation of motion of the CT in special cases. These analytical 
results are used to study quantitatively the dynamics of the compression of the CT. 

The basic scheme is illustrated in Figure 1.1. The CT arrives at the entrance to the conical compressor 
with some initial velocity, magnetic flux and internal energy. An external current flows axially along the 
inner conductor, across a thin layer of plasma at the rear of the CT, and return via the outer conductor. 
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The current carrying plasma acts as an armature, a plasma armature, like in an electric motor. The 
current in the conductors generates a high magnetic field behind the plasma armature current. The 
interaction of this magnetic field with the armature current produces a J x B force in the armature. The 
plasma armature in turn pushes on the CT as the payload, accelerating and compressing it. 

Our plan for this paper is to develop first the mathematics governing the compression of the plasmoid 
in which an initial magnetic field is embedded. In Section 2 we develop the results relating to the 
geometry and kinematics of the compression. In Section 3 we develop the essential physical attributes of 
the compact toroid as a lumped element. In Section 4, the energetics of the compression process leading 
to the equation of motion is presented. The integration of the equation of motion in special cases for 
specific forms of current drives leading to closed-form analytical solutions are presented in Section 5. 
Typical graphical results are presented in Section 6. In Section 7, extension of the model to the case 
where the compression is driven by realistic power supplies are presented, including capacitor banks, 
inductors with opening switch and magnetic flux compression generators. 

2    Geometry and Kinematics 

We shall use spherical polars unless otherwise indicated. 
From experiments[5] and 2|-D numerical simulations, we learned that the CT in the compression cone 

tends to form a ring with spherical caps as its upper and lower boundaries, and that the driving current 
flows approximately in the 0-direction along these boundaries. These features are reflected in Figure 1.1. 

We investigate the dynamics of the plasmoid assuming the compression is self similar. That is, the 
plasmoid maintains the same shape throughout the process. 

With reference to Figure 1.1, 6t is the inner angle of the compression cone, 0o is the outer angle, rt is 
the spherical radius of the lower boundary of the plasmoid, ru is the radius of its upper boundary. Given 
the conical angles, the shape of the plasmoid is completely determined by the ratio, 

- = ^ (2-1) 

Mathematically, the self similar compression of the plasmoid is characterized by a constant value of s 
throughout the process. The volume of the plasmoid may be calculated as: 

V = 27r//; <f0 sin 0 /r
r; drr2 

= & (s3 - 1) (cos Oi - cos eo) r\ 

In this expression, only rt varies with time. The mean density of the plasmoid is, accordingly, 

(2.2) 

_ m 
9 ~ f (s3-l)(cos0,-cos0o)r? (2'3^ 

where m is the total mass of the plasmoid. Differentiating with respect to time, t, we obtain, 

P 3 J7 

-P = ~ W 
If we assume that the density of the plasmoid is more or less uniform, then p is the local density of 

the plasmoid at any point internal to the plasmoid. The internal flow of the plasmoid must satisfy the 
mass continuity equation: 

-£+pdivv=0 (2.5) 
or, 

p 
div v = — (2.6) 

Using (2.4) in (2.6), it follows that, 

~(rV) + -L-*(„,am*) + _L.*V=Ü£ (2 7) 
r2drK       '      rs\n6dex '     rsm0 dp        re 

K     > 
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Even with this constraint, there exists an infinity of flow patterns which are consistent with (2.7), i.e. 
there exist an infinity of flow patterns which is consistent with our assumption of self-similarity for the 
compression of the plasmoid. For simplicity, we idealize the flow such that, 

v0=O (2.8) 

We also assume the flow pattern to be axisymmetric, then 

With these assumptions, (2.7) may be solved to give, 

C 
vr = ar + — 

where, 

a = — (2.10) n 
and C is a constant of integration. To avoid the singularity at r = 0, we must have C = 0. Thus, the 
flow field within the plasmoid is idealized as, 

vr = ar (2.11) 

During the formation of the toroid, the movement of the plasma through the field lines generate a 
rotational motion in the toroid. This rotational motion may become a significant part of the compression 
dynamics under high degree of compression. We allow for the effect of this rotation in our model. By 
the assumption of axisymmetry, (2.9), the azimuthal flow velocity, 

vv = vv (r, 9) 

Assuming that the field lines are frozen in with the fluid, the field lines co-rotates with the fluid. For this 
to occur without destroying the Wotjer-Wells-Taylor's state of the CT, the CT must rotates like a rigid 
body, that is, 

vlfi=uirsm9 (2.12) 

where u is a constant for a given position of the CT. We have chosen to characterize the position of the 
CT by the r-coordinate of its lower boundary (77), so we may express the azimuthal velocity as, 

v<p{r, TI) = u{ri) r sin 6 

3    The Compact Toroid as a Lumped Element 

The plasmoid may be treated as a lumped element with a translational and a rotational momentum, a 
kinetic energy, a thermal internal energy and a magnetic energy. The total translational momentum of 
the plasmoid in the axial direction may be computed as: 

Pz = fv,pdV 
= \p (s4 - 1) ar\ (cos2 0« - cos2 B0) (3.1) 
= \ (s4 - 1) (cos2 9t - cos2 90) prf *rt 

giving the total translational momemtum in the form, 

P=Pzßz,       Pz=mprl 

where, 

mP = \ (s4 ~ l) (cos2 9i ~ cos2 e°) Prt (3-2) 
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may be thought of as an equivalent translational mass of the CT. Since pr\ oc mass of the plasmoid which 
is assumed constant, mp is a constant of motion and is proportional to the mass of the plasmoid. 

The angular momentum of the plasmoid about the z-axis is, 

Iu = f dm vv r sin 9 

= 2*pufJ'd$ sin3 9 fc drr 

= ^(s5-l) [cosfl- cos3 6 

A 

■\8i 
prfwrj 

giving the angular momentum in the form, 

Iw = rnwrju 

where, 

mu = T ^" ^ COS0 
cos 

prZt 

(3.3) 

(3.4) 

may be considered as an equivalent rotational mass and is a constant since it is proportional to the mass 
of the plasmoid. Moreover, neglecting any azimuthal skin drag, there is no net external torque on the 
plasmoid. Thus, the total angular momentum Iw of the plasmoid is constant. From (3.3), we see that 
the plasmoid spins up as it is compressed with its angular frequency goes up inversely as the square of 
the radial position of the plasmoid, 

\mwJ rf 
The total kinetic energy of the plasmoid may be computed in a similar way as: 

Ek = S\P (vr + v%)  dV<    V = Vrßr + V^ 
= IPJJJ («V2 + w2r2 sin2 9)  r2 sin6 d9d<j> dr 
= Er + E,p 

(3.5) 

where Er is the part of the kinetic energy associated with the radial (translational) velocity, and Ev the 
azimuthal velocity. The radial part may be computed as, 

Er =lPfff («V) r2 sin 9 d0 d<j> dr 

= f (s5 - 1)  [cos Bi - cos 90] pr\ v\ 
(3.6) 

giving Er in the form, 

where, 

P       
1       *2 

t,r = -mr rt 

2TT 
mr = — (s5 - 1)  [cos 0i - cos 90] pr\ (3.7) 

may be thought of as the equivalent mass for translational kinetic energy. It is proportional to the mass 
of the CT and is again a constant of motion. The kinetic energy associated with the azimuthal velocity, 
Ev, is given by, 

E
<P- W//(w2r2sin20) r2sin9d9d<j>dr 

= lp(s5-l)rl cos 9 cos3fl 
3 

Comparing with (3.4), the above expression can be rewritten as, 

Ev = -i mu r\ u2 

Note that the rotational energy goes up as the inverse square of the radius. 

(3.8) 
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The internal energy of the plasmoid is taken as, 

Ei = ^-kTN 
2 

where 7Q is the effective degree of freedom of the particle species comprising the plasmoid, and N is the 
total number of particles in the plasmoid. Assuming the plasma to be ideal, the equation of state is, 

p = nkT (3.9) 

Combining the above two equations, we get for the internal energy of the plasmoid, 

2   p 

We assume that the compression occurs adiabatically, so 

7 P_ _   (£_ 
Po      \Po 

(3.11) 

(3.10) and (3.11) combine to give: 

Since, from (2.3), the density 

Then, 

Ei(p) = Ei{p0) [-£) (3.12) 

1 

3(7-1) / \<H7-1J 
Ei(zt) = Ei(rli0) i^j (3.13) 

This is the scaling law for the internal energy when the compression is adiabatic. 
If the plasmoid has an embedded magnetic field, such as is the case of a compact toroid, then the 

plasmoid possesses an amount of magnetic energy given by: 

B2 

EB = T-V (3.14) 

where V is the volume of the plasmoid. Assume that the internal flux is frozen in with the internal flow 
of the plasmoid, then 

—- = constant (3.15) 
pi 

where £ is a characteristic length of the plasmoid, such as r*. When the scaling relationship for the density 
is used, the above relationship yields the scaling law for the embedded magnetic field of the plasmoid to 
be, 

B = Bo (^) (3.16) 

Using this in the expression for the total magnetic energy embedded yields the scaling law for the 
embedded magnetic energy as, 

EB {n) = EB (I-*,,,) (^\ (3.17) 
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4    The Energetics and The Equation of Motion 

The overall energy balance throughout the compression process may be stated in the form, 

Energy input from power source (AEin) 
— Gain in kinetic energy of plasmoid (AEk) 
+ Gain in magnetic energy in the accelerator (A \ Li2) 
+ Gain in magnetic energy in the plasmoid (AEB) 

+ Gain in internal energy of plasmoid (AÜ7,-) 
+ Thermal conduction losses (qth) 
+ Radiation loses (qrad) 

That is, 

AEin = AEk + A(-Li2) + AEB + AEt + qth + qrad (4.1) 

The energy transferred to the walls ( qth , qrad) are important as it can induce ablation, photoelectrons, 
photoionization etc. However, their magnitudes are small compared to AEB and AE{. So for the global 
energetics of the plasmoid, we ignore these thermal losses and approximate the energy balance equation 
as, 

AEk = AEin - A(^Li2) - AEB - AE{ (4.2) 

where L is the instantaneous inductance of the accelerator as seen by the current. Equation (4.2) is the 
exact energy balance equation if the compression of the plasmoid proceeds adiabatically. 

The external power supply sees a back emf at the 'breech' end of the accelerator (compressor) given 
by, 

e = Tt=Jt^Ll) 

The power input into the accelerator is thus, 

W = i.e = i^Li) 

The energy input into the accelerator through the breech in a time interval [t0,t] is, 

AEin=  I Wdt=  fid(Li) 

=/^i+/j(H 
That is, 

AEin-A(±LiA= JledL 

Now, the current is assumed to flow through an infinitesimally thin plasma armature at the upper 
boundary of the plasmoid (r = ru). Thus, an infinitesimal increment in the inductance of the current 
circuit, dL, due to an associated infinitesimal displacement of the plasma armature in the direction of 
travel of the plasmoid, — dru, is given by, 

dL = -L' dru 

where V is the inductance gradient (—§7) of the accelerator. Thus, 

AEin - A QLZ
2
) = J -lL'i2 dru (4.3) 
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Flux increment as      N^T::.-:::: A e'/ /r 
plasma current moves   )\y.ß^\ 
from r to r + dr /       \.   \ /r+dr 

Figure 4.1: Derivation of the inductance gradient, I/, of the conical plasma accelerator 

The L.H.S. represents the net mechanical work done on the CT. The R.H.S. may thus be interpreted 
as the work integral, with \L'i2 acting as the net effective force on the CT with respect to a radial 
displacement of the upper boundary of the CT. 

With reference to Figure ??, the inductance gradient of the accelerator may be derived as follows. 
Consider a constant current flowing along the inner conductor towards the vertex of the cone (the origin) 
and returning via the outer conductor. Because of axisymmetry, the magnetic flux is toroidal, and the 
flux increment enclosed by the circuit as the armature current moves from r to r — dr is, 

dif = - //• B,p r d6 dr 

= -rdrj:°7grede 
= -dr/z7[ln(tan|)];; 

Thus, the inductance gradient is, 

L' = 
ld(p 

' I dr = H In ( tan — (4.4) 

Note that the expression for U is dependent on the precise geometry of the armature current. As the 
shape of the armature current changes (e.g. from spherical caps to planar sheet), the value of L' changes 
accordingly. In this paper, we ignor any changes in the shape armature current which is assumed to 
remain constant as a hollow spherical cap throughout the compression process. 

In summary, as the plasmoid moves from an initial position r^o to the position ri the internal energy 
of the plasmoid increases by an amount, 

AEi = Ei(ri,0) 

The embedded magnetic energy in the plasmoid increases by an amount, 

3(7-1) 

*&) -1 
rt J 

[&) AEB = EB{rtfi) 

The radial kinetic energy Er increases by an amount, 

AEr = ^mr (n   - n   (0)) 

(4.5) 

(4.6) 

(4.7) 
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The rotational kinetic energy increases by an amount, 

A^ = I (JL 
'1,0 

= EM 
'1,0 

(4.8) 

5     Analytical Solutions 

5.1     Canonical Drive: A Special Current Profile 

We shall consider an ideal current drive where the work done on the plasmoid by the external current is 
proportional to the increase in the magnetic energy of the plasmoid. That is, 

i CXEB 

In this case, the drive current has the functional form, 

i = ior-t?=i0
r-?? (5.1) 

This current is suggested by Peterkin. Previous 2|-D numerical simulations done by Peterkin show that 
this current profile produces favorable compression of CT's. 

For this current drive, the work done on the CT by the external current can be computed to be given 
by, 

AEin-Al±Li*}=±L'rufiil -1 (5.2) 

This is the work done on the plasmoid. Note that this has the same scaling relationship with respect to 
n as the increase in the magnetic energy of the CT (4.6), 

AEB = EB(zlfi) n,o 
n 

-l 

Thus, with the appropriate choice of the initial current, i0, the increase in the magnetic energy of the CT 
can be completely compensated by the mechanical work done on the CT. We shall refer to the choice of 
the external current satisfying the relationship (5.1) the case of canonical drive. 

The above results are all that is required for evaluating the energy balance equation (4.2). For 
completeness, however, we shall evaluate the energy drawn from the external power supply AEin. The 
increment in the magnetic energy accumulated in the accelerator as the plasma armature moves from an 
initial position of rU|0 to a general position ru can be computed as, 

A(!lia) = il(ru),*-lL(rUi0)3 

= ULo + L'(ru,o-ru))il(^.y-lL0il 

= $(Lo+L'ufir)i*0 [(^f)2-l] 

-\L'rufi% [*u. _ i] 

where we have used the symbol L0 to indicate the initial inductance in the accelerator, i.e. L0 = L(ru „). 
Combining the above expression with Equation (5.2), we obtain for the energy input from the external 
power supply to be, 

&Ein = -(L0+L'rUi0)il 
rUto 

-1 (5.3) 
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5.2    Integrating the Equation of Motion:  The Special Case, 7 = |, and No 
Rotation 

Recall that, as the plasmoid moves from an initial position riß to the position 77, the internal energy of 
the plasmoid increases by an amount, (4.5 ), 

AEi = Ei(rifi) (¥) 
3(7-1) 

-1 

If j = 4/3, we have the happy coincidence that the internal energy increment also scales in the same way 
as the external work done on the plasmoid as well as its increment in magnetic energy. In this case, it 
is possible to fully compensate for the increase in the magnetic and internal energy of the plasmoid by 
choosing the external drive so that, 

IT, 
2 

L'rufiil = Ei(rti0) + EB(n,o) (5.4) 

Further, if there is no initial rotational energy in the plasmoid, using the compensated drive, (5.4), the 
energy balance equation (the first integral of the equation of motion) takes on a particular simple form, 

AEr = 0 (5.5) 

In this case, the kinetic energy of the plasmoid remains constant. The plasmoid coasts along at constant 
speed. All the energy required for the compression is derived from the external power supply. 

r/= constant = v0, say 

The position of the plasmoid at time t is, 

Ti = To - V0(t - t0) 

(5.6) 

(5.7) 

where we have use the symbol r*o to indicate the initial value of 77.  This notation will be used in the 
following unless indicated otherwise. The required pulse shape of the drive current is, 

i = i0- 
ro 

(5.8) 
ro - v0(t - t0) 

5.3    Integrating the Equation of Motion: The More General Case 
As the more general case, we take 7 = 5/3.  In that case, the internal energy of the plasmoid varies 

2 
according to, 

AEi = Ei{nto) riß 
n 

-l (5.9) 

This scales like the rotational energy. 
Using all the above results, the energy equation (4.2) can be cast in the form, 

Er = ET - Ed - EB(rt,o) hA - {Ei(rtfi) + E,(rlt0)} feV 

where, 

We introduce 

ET = Er (ro) + E+ (r0) + EB(r0) + Ei{r0) 

Ea= - £'ru,o*o 

(5.10) 

(5.11) 

(5.12) 
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as the dimensionless position variable.  Dividing the energy equation throughout by ET, and recalling 
(3.6), 

the energy equation leads to an equation of motion for the CT in the form, 

(M) (4)!=(>-£)?+(^M) < - ^™ 
From this a characteristic time scale emerges as, 

_     rrhri 
te-yjEV 

Normalizing time with respect to this characteristic time scale, 

_ t_ 
T~TC 

and the various energies with respect to the total initial energy of the CT, 

If 
£d = 

L'rUi0i 

£B = 

Ed_^  
ET      Ek (r0) + EB(r0) + Et(r0)     ' 

EB EB(r0) 

£id> = 

ET      Ek(ro) + EB(ro) + Ei(ro)  ' 

Ej(r0) + E+(r0) _ Ej(r0) + E^(r0) 
Ej1 

Ek(ro) + EB(ro) + Ei(ro) 
Then the equation of motion can be rewritten in the form, 

(CS)   = (1 -£d^2 + (£*-CB)C-£,</> = /(C) 

(5.13) 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

(5.18) 

Rearranging and taking square root, we obtain, 

dr=- 
V7(Ö 

The negative sign is chosen because the plasmoid is injected with a negative velocity along the 
Integrating, 

-„ = -/. c<*c 
/W) 

z-axis. 

(5.19) 

Here Co = 1- 
This integral is tabulated in Gradsteyn and Ryzhik, Formula 2.222.2, pg. 73, Formula 2.261, pg. 81 

and Formula 2.264, pg. 83, [4] and may be evaluated to be: 

r-r0 = [G{Q}\ 

where, 

(-l/M- »--i-ln(2^c7(Ö+2cC + 6I 0 0 

G(C) = { 

2c 7S 

=     c     +^7barcsin^' c<0,A = 4ac-62<0 

U(i/(C)-«)^,c = 0 
with a = -ei<t>, b = ed - eB, c = 1 - ed, so that /(C) = cC,2 + b( + a. 

(5.20) 

(5.21) 
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The case ed = eB < 1 deserves some special attention. This is the case when, 

-L'ru,Qil = EB(r0) 

and c > 0. In this case, 6 = 0, and the solution becomes, with TQ = 0, 

That is, 

or, 

That is, 

r = VW) 
J< 

y/cC2 + a 

-K 

C = (1 - 2 sjl - eB - ei4,T + (1 - eB) r2)1/2 

C=|l_2J^r+^-M^]r2 
1/2 

£r ET 

IEr (r„)        (Ek (r„) + £,(r0) C= [l-2A/^il^r+(^V"'C^n'U; )r2 

1/2 

Ex ET 

The current is then given in this case by, 

* = lo I T I = *o 
l-2v/lgIr+(^H/-M)r2 

1/2 

5.4    Stagnation Points 

From (5.18), the translational kinetic energy of the CT at the position r = ri is given by, 

r.  _ 1       (dn\2 _lmrrl fdC\2      1   mrrg    /«fA2      „   /<*C\2 

^-2mrW -jiTW -27^EfTW =JET
W 

\ 2£T y 

The mean radial translational velocity of the CT is, 

v = 
1Er _     2ET d(j 
m       V   m   dr 

That is, 

v = V/??^(1-£d)C2 + (£d-£ß)c-^ = V/??v/7^ 

(5.22) 

(5.23) 

(5.24) 

The stagnation points (v = 0) occur at C, = C* where £s satisfies the quadratic, 

/(C) = (1 - ed) C2 + (£d - eB) C - e,v = 0 

The roots are: 

_ eB - ed ± \J(eB - edf + 4(1- ed) ei<t> 

C>~ 2(l-£d) 

The dimensionless variable £» is also the inverse of the maximum radial convergence ratio achievable. 
Two special cases are immediate: 

(5.25) 

(5.26) 
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(a) Cd — 1. In this case, (5.25) gives the stagnation point and inverse convergence ratio as, 

(b) a = £ß. In this case, (5.25) gives the stagnation point and inverse convergence ratio as, 

Vl-^B      ]/Ek(r0) + Ei(ro) (5'28j 

Note that the two cases are related by a square root. 
We may categorize the solutions into four major classes: 
(1) No external drive: i0 = 0. In this case, ed = 0, and consequently c = 1. In this case the stagnation 

point and the reciprocal of the maximum radial convergence ratio is, 

_ £B ± \Ze| + 4e,-^ 
C 2 

For positive value of & we choose the + sign for the radical. Then, 

~ £R    = -£&.= 'mtlal magnetic energy -f v"'   ^ 
ö ET initial total energy      ' u     t,'<£ ^^ e-ß 

The initial magnetic energy (the total magnetic flux) in the CT essentially determines the degree of 
compression achievable. 

(2) Normal drive: ed < 1.  The stagnation points are essentially given by (5.26).  Depending upon 
whether ed < EB or ed > £B , the stagnation points are given by, 

^(m^$^fWW if   CB > £d 

or, 

C-2TT=^)W1+   (e.-e^V'   lf  £B>ed 

(3) Over drive: ed > 1. The expression (5.26) need to be evaluated for both signs of the radical. The 
larger of the two roots give the stagnation point. In this case, when eB < 1 < ed and £i<t> < 1 < ed, 
which are often the case in practice, both roots are negative, i.e. there is no stagnation point and the 
CT may be driven to any degree of convergence in the model. Of course, in reality, various instabilities 
would occur to limit the degree of convergence achievable. 

6 Analytical Results 

Typical numerical results are graphed in Figures 6.1 to 6.6 below, in which graphs of the dimensionless 
position variable, C, versus the dimensionless time variable, r, giving the time-history of the trajectory 
of the CT are shown. The dimensionless variable, C, is also the radial compression factor. The volume 
compression factor is thus given by C3. Each of the figures presents the results for a fixed set of values of 
eB and ei4>. The different curves correspond to the different values of ed as indicated in each figure. 

7 Extension to The General Case 

In practice, the form of the current is not known a priori. The equation of motion must be integrated 
together with the external circuit equations, determining the current implicitly. Recalling equations (4.2, 
4.3, 4.5, 4.6, ??), the equation of motion can be written in the form, 

1       »2     1       «2 f 
-m, n = -mr n   (0) + / -i2L' dzu - AEB - A£,- - AE+ (7.1) 
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Figure 6.1:  Compression trajectory, £ vs r, for the case eg = 0.05, e^ = 0.001. The different curves 
correspond to the different values of e<j as indicated. 
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Figure 6.2:  Compression trajectory, £ vs r, for the case CB = 0.5, e,«^ = 0.001. The different curves 
correspond to the different values of a as indicated. 
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where, 

7.1    Capacitor Bank 

AEB = EB(r0) m- 
AEi = Ei(r0) 

AEj, = Et(z0) 

ro\ 
nj 

3(7-1) 

-1 

Feed Feed 
inductance    resistance 

L, R 
—nmrm •www 

Capacitor 
bank 

Variable inductance 
representing the coaxial 
railgun 

Figure 7.1: Equivalent circuit of a capacitively driven CT compression by a coaxial railgun 

If the external power supply consists of a capacitor bank with some feed inductance (L,) and resistance 
(R) in series, Kirchoff's law taken around the circuit gives, 

Vg = Lsft+Ri + A(Li) 
= L,ft+Ri-L'^i + Lft 

= (L, + L)ft+ Ri - L's rt 

where Vg is the instantaneous capacitor voltage. Re-arranging, 

(7.2) 

di 
It (Ls + L) 

The capacitor voltage is related to the current by 

= TLrn7){v°-Ri+L's*ri} 

dt 
9   _ I 

"c 

(7.3) 

(7.4) 

where C is the capacitance of the bank. The equations (7.2), (7.3) and (7.4) form a closed set of equations 
which can be easily integrated by one of the standard ordinary differential equation solver (e.g. Runge- 
Kutta). 

7.2    Inductor with Opening Switch 

This is the case in which the power supply consists of a inductor, L0> with a switch across it shunting 
out the load (the plasmoid accelerator) initially. An initial current is introduced into the inductor and 
the switch begins to open. The opening of the switch is modelled as a time-varying resistor, Rs, with 
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Figure 7.2: Equivalent circuit of an inductively driven CT compression by a coaxial railgun 

its resistance increasing with time, thus commutating the current, I'I, in the inductor into the load. The 
load current, i, thus increases with time. 

The circuit representation is shown in Figure 7.2. The circuit equation (7.2) applies in this case with 
the voltage at the terminals of the power supply Vg given by, 

Vg = R,(t)(i1-i) = -Ll 
dii 

'~d7 

The circuit equation (7.3) then becomes, 

di _ 
dt ~ (L, + L) 

l—jx {R,(t) (ti - i) - Ri + L's h} 

(7.5) 

(7.6) 

Equations (7.5) and (7.6) may be solved together with the equation of motion (7.1) as a set of first-order 
o.d.e, given the switch function Rs(t). 

7.3    Magnetic Flux Compression Generator 

Feed Feed 
inductance     resistance 

L, R 
 nmr\ vvww^ 

Magnetic 
flux compression 
generator 

Variable inductance 
representing the coaxial 
railgun 

Figure 7.3: Equivalent circuit of a coaxial plasma gun driven by magnetic flux compression generator. 

A magnetic flux compression generator (MCG) can be represented by a time dependent inductor in 
which there is an initial current. The inductance of the inductor decreases with time, squeezing out the 
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flux into the load, producing current in the load and transferring energy from the inductor to the load. 
The circuit equation (7.2) may still be applied to the circuit in which the magnetic flux compression 
generator replaces the capacitor bank, but now Vg is the voltage at the terminals of the generator. This 
voltage is generated by the inductor according to: 

Vg = ~Jt (Lgi) ~ Rgi 

where Lg is the instantaneous value of the inductance of the generator and Rg is its internal resistance. 
Thus, 

dLg . di 
Vg = -(^.i + L^ + Rai 

Note that for a MCG, dLg/dt is negative and is the source of electrical energy of the generator. Substi- 
tuting into equation (7.2), we get 

dL„ di di < 
~dt% + g Jt+ (is + L) Tt+ (Ä + Ä«){~ L's rt= ° 

Tt = (Ls + L1+Lg(t)){{-^i1)i-(R + R^i + L's^} (7-7) 
Given the generator functions Lg(t) and Rg(t) this circuit equation may be solved with the equation of 
motion (7.1). 

8    Concluding Remarks 

In this paper, a lumped parameter, 0-D model for the self similar compression dynamics of compact 
toroids have been rigorously developed. The model was found very useful in several ways. It leads 
Erectly to closed form analytical expressions describing the physics of the CT compression explicitly 
in several major cases. The closed form analytical solutions are found to be very useful for studying 
quantitatively the details of the compression dynamics. The mathematical development leads naturally 
to simple computer models for simulating the operation at the system level of actual devices using realistic 
power supplies including capacitor banks, inductor with opening switch, and magnetic flux compression 
generators. This should provide a very useful aid to the engineering design of actual CT compression 
devices and to the interpretation of experiments. 
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INVESTIGATIONS OF ELECTRON INTERACTIONS WITH MOLECULES: 
ELECTRON ATTACHMENT AND ELECTRON DETACHMENT REACTIONS OF HALOGENATED 

MOLECULES 

Jane M. Van Doren Albert D. Kowalak 

ABSTRACT 

Reactions of electrons with a variety of halogenated molecules were explored using a Flowing 

Afterglow Langmuir Probe and mass spectrometer. Electron attachment to octafluorotoluene, 

pentafluorobenzonitrile, pentafluoroacetophenone, trifluorotolunitrile, and pentafluoropyridine results in 

the formation of a parent anion only, i.e., the association product is formed. Rate coefficients for electron 

attachment to these molecules indicate that these reactions are generally efficient (at 300K, 

k(octafluorotoluene) = 2.1 x 10 cm3 s"1, k(pentafluorobenzonitrile) > 2.3 x 10 cm3 s"1, 

k(pentafluoropyridine) = 1.8 x 10 cm3 s"1). In two cases, reactions of octafluorotoluene and 

pentafluoropyridine, the anion formed is observed to detach electrons under our experimental 

conditions. Analysis of these data assuming that detachment is thermally controlled, indicates that the 

electron affinities of octafluorotoluene and pentafluoropyridine are < 1 eV.   Chloroacetonitrile and 

pentafluorobenzene react with electrons to form ions which are fragments of the parent, i.e., dissociative 

attachment products. Attachment to chloroacetonitrile forming Cl' is relatively efficient, k = 4 x 10 cm3 s"1 

at 300K and becomes increasingly more efficient as temperature is increased. Electron attachment to 

pentafluorobenzene appears to form at least two products arising from attachment followed by loss of an H 

atom and attachment followed by bss of a HF molecule. Work has begun on an analytical strategy to 

extend the range of molecules one can study with the Flowing Afterglow Langmuir Probe technique. 

37-2 



INVESTIGATIONS OF ELECTRON INTERACTIONS WITH MOLECULES: 
ELECTRON ATTACHMENT AND ELECTRON DETACHMENT REACTIONS OF HALOGENATED 

MOLECULES 

Jane M. Van Doren Albert D. Kowalak 

Introduction 

The interactions of electrons with molecules play important roles in many systems including 

electronics, biochemistry and atmospheric chemistry. One important area of research is the investigation 

of reactions which chemically transform electrons to negative ions. Such reactions play central roles in the 

production of ions in the atmosphere, determination of the atmospheric lifetime of neutral (reactant) 

molecules and the evolution of natural and man-made plasmas. The Air Force research program has 

contributed to our understanding of many of these processes. In recent years, the Air Force emphasis 

has been on plasma evolution and to a lessor extent, atmospheric lifetimes of trace species. 

Information on interactions between electrons and molecules is relatively scarce, reflecting the 

difficulty in both experimentally probing electron-molecule interactions and interpreting the results of such 

probes. The Flowing Afterglow Langmuir Probe (FALP) Technique is a versatile technique which allows 

investigation of a wide range of electron-molecule reactions at low collision energies, providing 

quantitative values for electron attachment rate coefficients. Coupling the FALP with a mass spectrometer 
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allows product identification which is especially important for reactions in which more than one reaction 

pathway is thermochemically allowed or in which the products formed change with temperature. In a small 

number of reactions, two different product ions are formed. In this case, the mass spectrometer enables 

one to determine the product branching fraction or relative rate coefficient for each product channel. The 

experiments reported and discussed in this report were performed with the FALP with mass spectrometer 

detection available at the Phillips Laboratory. This analytical research instrument is one of only three such 

systems in the world. 

The experiments discussed below focussed on reactions of electrons with a variety of 

halogenated molecules. We chose to study these systems because data in the literature indicates that 

introduction of halogen atoms into a molecule can result in the stabilization of the parent negative ion. 

Species which can form stable anionic products upon addition of an electron can potentially do so 

efficiently.   Our investigations attempt to reveal some of the important chemical features which result in 

efficient electron attachment and to provide information about the relative stability of the product ions. 

Finally, in the process of our investigations, new applications of this experimental technique and new 

analytical strategies were probed. 

Experimental 

The Flowing Afterglow Langmuir Probe Technique (FALP) utilizes a Langmuir probe which 

measures electron density. In our experiment, a plasma is created by a microwave discharge in Helium (~1 

torr). A small flow of Argon is introduced downstream of the discharge to eliminate the small fraction of 

helium metastable species formed. The electrons and positive ions in the plasma are carried down the 

length of the flow tube by a fast laminar flow of buffer gas. The electron density may be measured at any 

point along the length of the reaction flow tube with a moveable Langmuir Probe.   Neutral reactants are 

added through a radial inlet downstream of the plasma. Ionic products of electron attachment reactions 

may be identified with a quadrupole mass spectrometer which is located at the downstream end of the flow 

tube and separated from the relatively high pressure tube by a small orifice. Most of the fast flowing gas is 
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pumped by a large roots blower and mechanical pumping system. A schematic of the instrument may be 

found in Figure 1. 

A rate coefficient for electron attachment is determined from the relative decrease in electron 

density with reaction distance (which is proportional to reaction time in this "steady-state" experiment). 

The observed electron loss in the presence of an attaching gas is determined by diffusive loss to the flow 

tube walls and reactive loss from reaction with the reactant neutral. These loss rates are coupled. 

Therefore, loss by ambipolar diffusion is evaluated separately by monitoring the electron density as a 

function of distance in the absence of an attaching gas. Using this diffusion rate and the observed 

electron loss in the presence of an attaching gas, one numerically solves the equation as given by Smith 

and Spanel1 for the electron attachment rate coefficient. 

Results and Discussion 

Most of the molecules investigated react with electrons by associative attachment, where the 

product ion is the anion of the reactant molecule. Other molecules were found to react with electrons by 

dissociative attachment, where the product ion is a fragment of the reactant molecule.   Rate coefficients 

were determined and product ions identified for most of the reactions studied. The effect of temperature 

on the rate coefficient and product ions formed was evaluated for several systems.   For associative 

detachment reactions, pressure dependences of the rate coefficient for attachment were evaluated. In 

some systems, subsequent detachment of electrons from the product ions formed was also observed. 

Preliminary analysis and discussion of this process is discussed below. Finally, several of the compounds 

investigated had either low vapor pressures or were highly reactive. These qualities make determination 

of electron attachment rate coefficients difficult. Following the lead of Smith et al.,2 we have begun 

developing an analytical procedure for determining rate coefficients under these conditions. 
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Associative Attachment Reactions forming stable negative ions at 300K. 

Octafluorotoluene, pentafluoropyridine, pentafluorobenzonitrile, pentafluoroacetophenone, 

trifluorotolunitrile all react with thermal electrons at 300K by associative attachment as evidenced by the 

mass spectra (see for example, Figure 2), i.e., only the parent negative ion is formed. 

Electron attachment to octafluorotoluene and pentafluoropyridine was found to be very efficient 

with rate coefficients of 2.1 x 10"7 cm3 s"1 and 2.1 x 10*7 cm3 s"1, respectively.   Reaction of electrons 

with pentafluorobenzonitrile and pentafluoroacetophenone is also efficient.   Accurate determination of 

the rate coefficient for electron attachment for these compounds proved difficult because the measured 

value appeared to depend on the length of time the reactant had been flowing in the inlet line 

(distinguished from the time for reaction with electrons in the flow tube). Such behavior, discussed further 

below , is indicative of species which can and do react with trace species adsorbed on the inlet walls or 

react with the inlet walls themselves. 

An estimate of the electron attachment rate coefficient can be obtained for such systems by 

monitoring the observed rate coefficient as a function of time the vapor has been flowing in the inlet lines 

(see for example, Figure 3). In general the flow of the reactant is reduced from the value measured at the 

flowmeter by reactions with the inlet walls. At long times, reaction will be complete or will reach equilibrium 

and the neutral reactant flow will be equal to the value measured by the flowmeter. Therefore, the value 

obtained at long times should provide a lower limit to the true rate coefficient. This explanation appears to 

be supported by the data obtained for pentafluorobenzonitrile. Using the time dependence of the 

observed rate coefficient we estimate that the true electron attachment rate coefficient is > 2.3 x 10"7 cm3 

s"1.   In contrast, the measured rate coefficient for electron attachment to pentafluoroacetophenone did 

not appear to reach a maximum value over the time measured. At this point we are unsure of the 

implications of these measurements. We are currently developing an analytical procedure which would 

allow simultaneous neutral concentration and electron attachment rate coefficient determination (see 

below.)   No rate coefficient was measured for electron attachment to trifluorotolunitrile because of the 

very low vapor pressure of this compound. 
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Figure 2. Mass spectrum obtained upon addition of octafluorotoluene to the reaction flow tube. 
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Interpretation of the measured electron attachment rate coefficient for reactions forming an 

association product requires an understanding of the reaction mechanism. The initial association product 

is highly excited and has enough energy to detach the electron. 

X + e- 
kd 

x-* 

X-* + He 
ockc 

x- 
The bimolecular rate coefficient for association is given by ka while the unimolecular rate coefficient for 

detachment of the electron from the energetically excited association product is given by k<j. Only those 

excited association products which undergo an inelastic collision with the surrounding molecules (typically 

He at pressure of 1 torr) to lose energy and form a stable (bound) negative ion result in reaction, or loss of 

electrons as measured in our millisecond time scale experiment. Assuming the the concentration of [X-*] 

is in a steady state, we find 

d[e- ]/dt = - ka[X}[e] {1 - k^ + okc[He])} 

In the high pressure limit, the rate of electron loss is independent of the pressure of collision gas He and 

depends only on the initial association rate coefficient. In this case, the measured rate coefficient would 

be equal to the association rate coefficient. We have measured the rate coefficient for electron 

attachment to octafluorotoluene and pentafluoropyridine as a function of flow tube (collision gas) pressure 

and found the observed attachment rate coefficients are independent of this parameter. Therefore, in the 

cases of octafluorotoluene and pentafluoropyridine the measured rate coefficients are a direct measure of 

the association rate coefficients. Similar studies must be performed for the reactions of the other 

associatively attaching species. 

Associative Attachment Reactions followed bv Electron Detachment 

Weakly bound anions can detach in the reaction flow tube. When anions initially formed by 

attachment of electrons subsequently detach, the observed loss of electrons due to the presence of an 
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attaching gas decreases. In our steady-state flow reactor, this appears as a positive deviation from the 

electron density expected in the presence of a single well-behaved attaching gas. This deviation is most 

pronounced at longer distances because at those distances a substantial number of anions (which can 

detach) are present (see for example, Figure 4). 

We observed evidence of electron detachment in the reactions of pentafluoropyridine (at 

temperature T > 465K) and octafluorotoluene (T>510K).   The only product ion observed in both 

reactions is the parent anion, the anion formed from associative attachment. In such cases, we can 

analyze the electron density data quantitatively to find values for the electron attachment and detachment 

rate coefficients. Specifically , we fit the observed loss of electrons with distance with values for the 

attachment and detachment rate coefficients assuming that electrons are lost by attachment and diffusion 

and "gained" by detachment. It is important to note that the constraints are provided by the stipulation that 

negative ions do not diffuse and that the sum of electrons plus negative ions must equal the number of 

positive ions at all times. As in our attachment rate coefficient analysis, the diffusion rate is not a variable 

but is determined in a separate experiment in which the attaching gas is not present. The recognition that 

these rate coefficients could be evaluated and the procedure discussed above was recently presented by 

Miller et al.3 Electron attachment attachment and detachment rate coefficients for pentafluoropyridine and 

octafluorotoluene as a function of temperature are presented in Figures 5 and 6. 

Interpretation of the observed rate coefficients requires an understanding of the mechanism of 

detachment. If the observed detachment is truly a thermal process the relative values of the rate 

coefficients, ka/kd, is a measure of the equilibrium constant K as defined by 

ka 

X + e-   <=>   X-       , where ka/kd = K 
kd 

Such an analysis was presented by Miller et al.3 This equilibrium constant is related to the exoergicity of 

electron attachment by : In K = -AG/RT, or as a function of temperature, d(lnK)/d(1/T) =- AH/R. For 

electron attachment reactions the exothermicity of reaction is approximately equal to the electron affinity 

of the neutral molecule X. Therefore, by plotting the relative rate coefficients obtained as a function of 
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1/T, a van't Hoff plot, we can determine the electron affinity. In principle the intercept of this plot should 

give the entropy of reaction. For our limited temperature range, this value will not be accurate. Analyzing 

our data for pentafluoropyridine and octafluorotoluene in this way, Figures 5 and 6, we obtained values of 

0.83 eV and 0.72 eV, respectively.   These values compare favorably with values estimated from the ion- 

molecule charge transfer measurements by Kebarle and coworkers {see Kebarle and Chowdhury4) who 

found values of 0.68 eV for pentafluoropyridine4 and 0.83 eV for octafluorotoluene. 5 It is important to 

note that the relative electron affinity values for these two molecules obtained with our electron 

attachment-detachment data differ from those of Kebarle and coworkers by sign. We suggest that this 

difference arises from the lack of precision of our values; the experiment of Kebarle and coworkers directly 

monitors relative rates of electron transfer. 

In order to determine whether this analysis is appropriate, we began exploring the implications of 

different microscopic mechanisms for electron detachment. As with associative attachment, such an 

interpretation as presented above, requires that the rate coefficients measured are pressure 

independent.   Preliminary data on attachment and detachment to octafluorotoluene showed no pressure 

dependence. However, we found a pressure dependence for the rate coefficients for electron 

attachment to C-C4F8 and detachment from C-C4F8, a system previously investigated by Miller et al.3 

Interpretation of this pressure dependence was not straight forward. Extensive studies must be 

performed which quantitatively probe the effects of pressure, temperature, reactant neutral flow rate, 

electron temperature, and reaction time dependence. 

Dissociative Attachment Reactions 

Chloroacetonitrile and pentafluorobenzene react with thermal electrons at 300K dissociatively. 

Only one dissociative product channel is operative in the reaction of electrons with chloroacetonitrile while 

it appears that at least 2 product channels are operative in the reaction with pentafluorobenzene, i.e., two 

different product ions are formed in the reaction. 

Chloroacetonitrile (CICH2CN) attaches electrons dissociatively to form Cl" over the full temperature 

range studied (295-556K). While the thermochemistry of chloroacetonitrile is not well established, 
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estimates6 of the heat of formation of CICH2CN indicate that formation of cr + CH2CN is the only 

exothermic (and exoergic) dissociative reaction channel possible with AHrxn - -68 kJ mol"1. No 

information is available on the electron affinity of chloroacetonitrile so that we cannot assign an enthalpy 

for associative attachment. 

The rate coefficient for electron attachment to chloroacetonitrile is moderate at 295K, 4 x 10"8 

cm3 s-1, and increases rapidly to 1 x 10"7 cm3 s'1 at 556K. Since the reaction is exoergic, we presume that 

the positive temperature dependence arises from an activation barrier to dissociative attachment. A 

simple Arrhenius analysis of this temperature dependence, gives a pre-exponential of 2.4 x 10-7 cm3 s'1 

and an activation energy for this exothermic process of ~5 kJ mol"1. In this model, the pre-exponential 

factor can be considered a collision rate coefficient of sorts. Interestingly, this experimental "collision rate 

coefficient" is approximately the value estimated using the Klots approximation for the true collision rate 

coefficient.   Despite the appeal of this simple analysis, it is probably not appropriate; the Arrhenius plot of 

Ink vs. MT is not linear over our experimental temperature range. The problem with this simple analysis is 

that it assumes a single rate limiting and temperature dependent process is occurring. Based on current 

understanding for electron attachment reactions, we presume that the parent negative ion is formed 

initially, independent of what product channel is observed, although the state of the parent negative ion 

cannot be assigned. In other words, the mechanism for dissociative electron attachment to 

chloroacetonitrile forming CI" + CH2CN can be described by: 

e + CICH2CN + M => [CICH2CNT + M    , where M is a collision partner (=He in our experiment) 

a. 

Cl- + CH2CN 

The temperature dependence observed, therefore, combines the dependence of both the associative 

electron attachment process and the subsequent unimolecular decomposition of the internally excited 

negative ion. 

Pentafluorobenzene reacts with electrons at 300K dissociatively. Major peaks in the mass 

spectrum were at m/e = 98,148,167, and 184. Investigation of the peak height dependence on reactant 
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neutral flow rate indicates that the m/e 184 peak arises from secondary ion-molecule reactions of the 

primary products. The other three peaks arise principly from electron attachment.  The anions with m/e = 

167 and 148 correspond to attachment of an electron with loss of an H atom and a HF molecule 

respectively.   Loss of HF upon addition of an electron is analogous to the reaction of benzene with O" 

forming the benzyne radical anion.7 We believe this is the first observation of the C6F<r anion. The 

anion formed from electron attachment followed by hydrogen loss has been observed in several other 

experiments but it's source was not pentafluorobenzene, as in our experiments. We do not currently 

have a hypothesis as to the structure of the anion observed with m/e 98. Based on our peak height 

versus flow rate analysis, the positive ion spectrum, and the structure of our reactant, we suggest that this 

anion is formed from an impurity in our pentafluorobenzene sample. Further work is needed to support 

the product identifications proposed and to quantify the electron attachment rate coefficient. 

Other Reactions Studied 

We investigated the reaction of electrons with hexafluoropropyleneoxide and CIF.   However, 

uncertainties as to the purity of these species combined with the complicated mass spectra observed 

made interpretation of these data impossible. It is interesting to note that an anion was observed at the 

m/e corresponding to the parent ion of hexafluoropropyleneoxide which would indicate that the parent 

ion is bound, i.e., it has a positive electron affinity. 

Development of an Experimental Procedure and Analytical Strategy for Hiahlv Reactive and Low Vapor 
Pressure Compounds 

As discussed above, it is often difficult to accurately monitor the flow rate of compounds into the 

flow tube. Both species which are highly reactive and those with low vapor pressures pose such 

problems. In the case of highly reactive species we have estimated rate coefficients by extrapolating the 

measured rate coefficients as a function of the length of time the reactant neutral vapor had been flowing 

in the inlet lines. Such a procedure not only takes experimental time and wastes resources; it is not a 

satisfactory solution. Following the lead of Smith et al.2 we decided to probe the utility of using a 
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combination of second order kinetics and pseudo first order kinetics to solve for both the reactions rate 

coefficient and the neutral reactant flow rate. 

The procedure involves measuring the electron loss with distance under conditions where the 

reactant neutral is in excess (pseudo first order kinetics) and under conditions were the reactant neutral 

and electron densities are similar (second order kinetics). These two experiments must use the same 

neutral flow rate, i.e., the electron density must be changed between experiments and the experiments 

must be performed on a time scale short, as compared with the drift in flow rate observed.  Analysis of the 

data obtained should lead to accurate and unambiguous values for both the electron attachment rate 

coefficient and the reactant neutral flow rate. 

Application of this procedure is complicated by the experimentally and theoretically limited ability 

to vary electron density over a wide range of values. Furthermore, analysis depends on the resolution of 

differences between the first and second order kinetics data and these differences are generally small. 

Finally, an accurate analysis critically depends on an accurate measure of the diffusion rate which can 

change significantly in the presence of a high mass attaching gas. 

We have analyzed data for electron attachment to several of our reactive/low vapor pressure 

compounds but are not convinced of the uniqueness of our rate coefficient and neutral concentration 

values. For comparison, we obtained data under the prescribed conditions for well-behaved electron 

attaching reactants and are currently analyzing these data. We hope to better define experimental 

parameters which will lead to unique, accurate and precise determinations of the attachment rate 

coefficient and the neutral reactant flow. 

Conclusions and Suggestions for Future Research 

Halogenated aromatic molecules tend to form stable parent negative ions upon reaction with low 

energy electrons and many do so efficiently. Of the aromatic species studied, only pentafluorobenzene 

reacts with electrons dissociatively rather than associativeiy. It is likely that in this case, the associative 

product anion is not bound. Dissociative electron attachment was also observed in the reaction with 

chloroacetonitrile. Despite the exothermicity of this reaction, the efficiency for electron attachment 

37-18 



increases with increasing temperature suggesting that at least one aspect of the dissociative attachment 

process involves an activation barrier. 

Weakly bound anions may undergo electron detachment. Electron detachment from the anion of 

octafluorotoluene (for T> 51 OK) and pentafluoropyridine (T> 465K) was observed. We have used the 

data obtained to quantify the relative rates of electron attachment and detachment. However, further work 

is needed to understand the fundamental meaning of these values. 

Finally, development of an analytical method to facilitate accurate determinations for highly 

reactive species and low vapor pressure species has been initiated. Such a method will greatly increase 

the range of species which may be studied with this otherwise very versatile technique. 

Future work will focus on completing comprehensive investigations of each reaction, including 

temperature and pressure dependence studies of the electron attachment rate coefficients. Extensive 

studies will probe the mechanism of electron detachment observed in our experiment.  These studies will 

involve the systematic variation of pressure, temperature, reactant neutral flow rate, electron temperature, 

and reaction time dependence. To further our chemical insight into electron attachment reactions we will 

investigate electron attachment to molecules chemically similar to those investigated to date. These data 

will help to further reveal the influence of chemical structure on the electron attachment process.   Finally, 

we will make both experimental design changes and procedural changes in order to facilitate the 

determination of electron detachment rate coefficients to highly reactive and low vapor pressure species. 
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A HETEROGENEOUS PARALLEL ARCHITECTURE 

FOR HIGH-SPEED IMAGE PROCESSING 

Daniel W. Watson 

1. Introduction 

Unlike single-processor computers, parallel processing systems have not "converged" on a single 

architectural model. Many parallel architectures exist, representing different computational models, control 

schemes, memory hierarchies, and interconnection topologies. A related and recurring problem for many 

advanced architectures is that, for most of the applications that use them, peak performance is achieved only 

a fraction of the time. These effects are due in part to the diverse computational needs between different 

problem areas, and even within the same area. 

One way in which these effects can be attenuated is by taking advantage of different computational resources 

available, and by carefully matching algorithm segments to appropriate architectures. Heterogeneous 

computing is the intelligent use of diverse processing hardware to meet distinct computational needs. 

Heterogeneous systems exist at many levels, and can for example be composed of workstations on an 

existing local area network or by supercomputing facilities many hundreds of miles apart, connected by 

high-volume data links. In this study, heterogeneous computing concepts are exploited at the sub- 

architecture level in the development of a small parallel processing system designed to analyze image 

sequences. The architecture developed is an aggressively miniaturized MM) shared-memory parallel 

architecture consisting of 12 TMS320C30 processors in a 3-D monolithic assembly of approximately two 

cubic inches. 

Intended for image processing applications on space-based and flyable vehicles, the architecture has a 

potential of 396 MFLOPS with frame rates of 200 frames/second at a resolution of 256x256 12-bit pixels. 

Images are written directly to four multiplexed dual-port memory segments Memory is organized on an 

inverted pyramid basis: Large blocks of independent memory for image input and low-level processing are 

shared on a local region basis while only a small amount of global memory is shared by all nodes. 

Communication is supported with intemode interrupts. A mutual exclusion mechanism is provided with 

logical atomic test/set flags. Hardware support is provided for barrier synchronization. 
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Heterogeneity is accomplished within the architecture in several ways. First computation of images is 

divided with respect to the available resources for each processor in the system. For example, those 

processors that have direct links to frame image memory are given responsibility for low-level image 

processing tasks that require manipulations of large amounts of image data. Conversely, higher-level 

operations that deal with less data-intensive, more cooperative intensive portions of the algorithm are 

relegated to those processors that have a faster path to global shared memory. 

A second way in which heterogeneity is achieved is in the implementation of a distributed, hierarchical- 

domain memory system with both module and global shared memory to increase parallel access. In most 

image-processing application, low-level pixel operations require memory with high availability for image 

I/O but have limited sharing needs. High-level operations generally require less memory but do 

substantially more sharing. In the design developed in this study, system memory is partitioned into 

separate domains with differing levels of sharing. For example, image segments are written directly to 32K 

of dual-port memory in each of four independent modules. At the next level, 512K of memory is shared by 

three processors in each module. At the global level, 128K of memory is shared by all C30s. 

A third way in which heterogeneity is exploited is the way in which the communication and 

synchronization hardware and software support mechanisms work together to provide different models of 

parallel computation. By implementing a mutual exclusion mechanism with logical atomic test/set flags, a 

shared-memory message-passing computational model cam be implemented. Additional hardware and 

software implements a barrier synchronization mechanism. In this way, a barrier-MIMD computational 

model can be implemented, which in turn can be used to support an SIMD-related computational model. 

The report is divided into the following sections. In Section 2, background material on the fabrication 

process for the target architecture is presented. Section 3 provides background in heterogeneous processing 

and miniaturized image-processing architectures.   In Section 4, the architecture is described, and in 

Section 5, a development strategy used for the architecture is outlined. 
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2. Multi-Chip Module (MCM) Fabrication 

2.1. MCM Background 

The present architecture is the by-product of a comprehensive packaging feasibility study, which treats the 

aggressive miniaturization of various disparate electronic functions into a virtually monolithic assembly, 

hence "monolithic packaging." This section discusses the evolution of monolithic packaging and the 

considerations that led to the selection of the present architecture. 

In certain classes of embedded military systems, such as interceptors and space systems, size and weight are 

critically managed resources. The advent of multi-chip module (MCM) technology [DoF93], a form of 

advanced microelectronics packaging, provides a means to eliminate the many, relatively bulky single chip 

packages that normally comprise a complex system. Even MCMs, however, only provide a partial 

solution, because they are often assembled in the same manner as the components they subsume: mounted 

onto printed circuit boards, which are placed into chassis assemblies, that are in turn connected together by 

cables and harnesses. Hence, while MCMs increase density, they may not always reduce size and weight, 

particularly if functionality and performance are increased. 

Phillips Laboratory has investigated more efficient solutions through an approach referred to "monolithic 

packaging." By extending the efficiency of MCM technology at higher levels in the packaging hierarchy 

(with the highest level being the system itself), monolithic packaging has the potential to dramatically 

reduce the size and weight of electronic systems, while improving their performance. 

The basis of monolithic packaging is a form of MCM technology known as High Density 

Interconnect (HDI) [Lyk93a], invented by the General Electric Company, originally in support of 

defense requirements. As a patterned overlay MCM approach, HDI achieves the highest density in 

a planar assembly. The patterned overlay fabrication sequence, shown in Figure 1, recesses 

components (usually integrated circuits) in a planarizing mechanical substrate. Thin dielectric films 

are then laminated onto the substrate and patterned, forming the various interconnections between 

components. This direct deposition method provides an extremely high electrical performance, 

while the very small feature sizes provide high wiring densities, lending to the fabrication of 

complex, high-speed electronic functions. The close placement allows planar component 

packaging efficiencies of greater than 80% compared to less than 20% for traditional single chip 

packaging approaches. 
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Figure 1:      The High Density Interconnection (HDI) fabrication sequence, (a) Substrate 
milling, (b) Component placement (c) Dielectric overlay, (d) Direct metal 
deposition. 

The true benefits of monolithic packaging are realized by exploiting recently developed three-dimensional 

(3-D) extensions of the planar HDI process. By virtue of the planarity of both top and bottom surfaces of 

HDI substrates, it is very straightforward to form 3-D assemblies by stacking them together, as in a deck 

of cards. A simplified diagram of this process is shown in Figure 2. Individual substrates are affixed 

together with a special engineering thermoplastic mat may be reworked, if required.  An important key of 

this process is the formation of electrical contacts on the edge of the individual substrates. These contacts 

allow for level-to-level interconnections to be made through lamination and deposition processes similar to 

that used in the basic planar (2-D) HDI process. 

Even though the 3-D HDI process is a monolithic packaging process, most work in this technology was 

based on low-profile stacked assemblies with a limited number of layers, most usually four substrates per 

assembly. Recent Phillips Laboratory research began to investigate the practical exploitation of a 

monolithic packaging approach that involves many substrates, or layers, per assembly. The technique of 

stacking electrical substrates (individual HDI modules) was conceptually expanded to include other classes of 

assembly, both electrical and mechanical (Figure 3). The monolithic packaging approach is similar to a 

micro-miniature, double sided backplane, except that the interconnections are formed directly and not all 

layers are electrical. With certain restrictions, a wide variety of functional and structural elements, ranging 

from heat-spreading plates for thermal management to entire inertial reference units, could be introduced into 

the monolithic MCM fabrication process. Through the use of engineering change or spacer layers, it is 

possible to introduce other MCM technologies and irregular, discrete electrical and mechanical components. 

As such, more comprehensive electronic functions could be realized, if not entire systems, through a single, 

monolithic assembly. Recent research demonstrations on 19-layer MCMs populated with interconnectivity 

structures have been performed, and thermal cycling test results on mechanical samples are encouraging. 
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Figure 2:      Three-dimensional HDI process, (a) Substrate stacking. (b)Edge 
lamination, (c) Metal deposition and patterning, (d) Example of an 
operational 3D-HDI system, created for the NASA Goddard Space Flight 
Center. 

(a) (b) (c) 

Figure 3:      Concept of a monolithic packaging process, (a) Exploded view, depicting 
HDI modules, imaging sensor front end, thermal plates, electrical spacer 
layers, power supply, and connector, (b) Assembled unit, before electrical 
overlays are formed, (c) Completed assembly. 
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2.2 Packaging Design Considerations for the Present Architecture 

Packaging drives architectures, particularly in high-performance designs. Pin count, thermal management, 

and interconnection characteristics, for example, are important considerations that can affect the design of a 

computing system, whether packaged conventionally or monolithically. However, the most significant 

decision impacting the design of the architecture in this study is the selection of substrate size. In some 

respects, it may seem that choosing a large substrate size is most beneficial. Larger substrates provide 

more area for mounting components, and their larger perimeter accommodates a greater number of 

conductors for signals and power. Unfortunately, the fabrication of large substrates can be much more 

costly than small substrates for two reasons. First, the fabrication process used in MCMs operates on a 

"carrier lot" basis. A typical carrier contains five HDI MCMs, 1.6 inches square in size (the substrate size 

imposed on the present architecture) and two MCMs, 0.98 inches square. A 3.0 inch square substrate size, 

fabricated using the same carrier size, would yield only one MCM per carrier. The second problem 

associated with cost is the yield of fabrication. For the same reasons that semiconductor processors break 

apart wafers into dice, it is considered more practical to build smaller MCMs, because random defects will 

be less likely to occur on smaller substrates. Other mitigating factors further reinforced the decision to 

make smaller MCMs. In the case of an interceptor or sub-munition application, the small substrate size 

creates a more comfortable footprint. 

2.3 Test and Assembly Considerations. 

Significant to the current packaging research effort was the desire to explore new test and assembly 

approaches in support of monolithic packaging, for which the present architecture plays a key role. For 

test, new interconnection paradigms, such as the use of an interposer contact system, shown in Figure 4a, 

were desirable. Interposers are mechanically compliant electrical contact systems that are physically inserted 

between two planar surfaces which possess similar contact patterns. Previous General Electric research 

explored the use of "fuzz button" (Cinch Connectors, TRW) interposers, while more recent Phillips 

Laboratory research investigated mechanical interposers for hermetic applications [LyT92]. For monolithic 

packaging, the use of mechanical interposers on unpackaged HDI assemblies is desired. By using 

interposers, it is possible to test and operate 2-D MCMs prior to their combination into a 3-D, monolithic 

assembly. Using the interposer approach requires the formation of a matrix conductor pattern on the HDI 

assembly, resulting in the configuration shown in Figure 4b. The fanout pattern is the result of creating a 

one-to-one correspondence between the edge contacts for the 3-D overlay and the distributed contacts required 

by the interposer. 
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Figure 4: Interposer connection scheme for testing two-dimensional HDI modules, (a) 
Diagram of connection approach, (b) Example of HDI module, patterned for 
interposer connection, occluding the components underneath. 

Conventional packaging approaches require normally permanent attachment of a substrate to a peripherally 

leaded package, which is then wirebonded. The interposer test approach, on the other hand, makes practical 

the construction of many-layered 3-D systems. After testing, HDI modules may be separated from a 

convenient fixture, inventoried, and aggregated for eventual fabrication as a 3-D assembly. The ability to 

pre-test individual modules enhances the chances of achieving a working 3-D assembly. 

3. Architecture Background 

One paragraph summaries of selected references: 

[Bat82] - Usually regarded as on of the first works on airborne parallel processors. Ken Batcher's classic 

work where he follows up on his MPP and STARAN projects, and indicates that recent advances in VLSI 

technology make possible the development of an airborne parallel processing system (SIMD, distributed 

memory) using over 2000 bit-serial processing elements in a 0.5 cubic-foot box. 

[BeA93] - Alliant Techsystems's Aladdin processor is an MIMD parallel processor with an SIMD co- 

processor with up to 256 processing nodes, all designed to fit in a soup-can sized package, perform target 

recognition using sensors of up to 2048x2048 pixels, and have a useful life of approximately 1000 seconds. 

They use 2-inch MCMs, and have a VME version available. C30s are the basic processor used. This is the 

most closely-related effort to the architecture under development as a result of this study. 
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[Fil93] - A taxonomy on next generation wafer technology - excellent reference for High-Density 

Interconnect (HDI). Topics discussed include thin-film MCM technologies, ongoing trends in 

semiconductor devices in general and MCMs in particular, and MCM materials and processes. GE's HDI is 

described in some detail. 

[GiW92] - Good reference for processing images in a striped-subimage manner, rather than a square- 

subimage manner for several reasons including ease of implementation, and reduced communication 

overhead. 

[MuB94] - Real-time motion detection using an active camera mounted on a pan/tilt platform. Use of 

morphological filtering is explored to desensitize the detection algorithm to inaccuracies in the background 

compensation. 

[PaK90] - Mapping tasks of a multi-target tracking algorithm onto parallel computing architectures to 

maximize speedup. An asymptotically optimal (i.e., sub-optimal) mapping algorithm is developed and used 

to study effects of task granularity and architectures on speedup. 

[RaS90] - Describes a special purpose co-processor for message passing. Similar problem to this work, but 

the authors took a different approach that appears to be more ambitious and general than our approach, 

which by contrast uses simple hardware changes to accomplish specific software needs to provide a more 

elegant, less development-intensive solution. 

[SeW92] - AT&Ts MCM DSP parallel processor. MMD, 2-D grid, distributed memory, based on 

AT&T's DSP32C processor. 

[YaS93] - Synthetic and inverse-synthetic aperture radar imaging for targets moving with unknown constant 

velocity in background. Good source for applications that can be targeted for the architecture in this study. 
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4. Parallel Processing Module Architecture 

4.1 General 

This section describes the processing module hardware along with its robust interconnection scheme. As 

shown in Figure 5, each processing module consists of: 

- Three Texas Instruments TMS320C30 Digital Signal Processors 
- One Xilinx XC3090 Field Programmable Gate Array (FPGA) 
- 128k X 32 SRAM on a common shared primary bus (PBUS RAM) 
- 16k X 16 bit dual-port SRAM on a common expansion bus (Image RAM) 

GBUS 

PDA 
FPGA 

«- 
<- 

PBUS 
RAM 

GBUS Access 

Control 

C30 

Image 

RAM 

C30 C30 

Figure 5:      Expanded processing module 

16-bit 

image data 

32-bit 

parallel data port 

serial ports (2) 

counter/timers (3) 

interupts 

By design, the data flow through the module begins at the dual-port RAM. From outside the processing 

module, the multiplexer module loads data directly into the image memory then sets a semaphore that 

interrupts the target DSPx. DSP1 & DSP2 cooperate to DMA and process portions of the image in 

common memory (again via semaphore). This processing compacts the raw data that is then placed in the 

PBUS RAM. It is further processed by the local master who places the further reduced data off-module to 

global memory. As a side note, the addressing scheme employed on our backplane allows the PBUS RAM 

to be accessed from other processing modules directly. 
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The design of the processing module stressed maximization of external I/O. Each credit card sized 

processing module has the following I/O: 

- One A13:D32 parallel port 
- One A14:D16 dual-port image memory port 
- Two full-duplex 16.7 Mbaud serial ports 
- Three programmable counter/timer pins 
- Three processor direct interrupts 
- Common backplane access, A15:D32 (VMEbus subset) 

Although the original design of the modules was targeted specifically at meeting the real-time processing 

requirements of a single optical sensor, optimum I/O count on the module was attained to meet the needs of 

multiple sensor fusion applications. Each processing module can achieve 99.9 MFLOPS/50.1 MIPS of 

performance. 

4.2 Intra-Module Architecture 

The true capability of processing modules lies within the FPGA. Figure 6 shows the block diagram of the 

six functional segments within the FPGA. These functional blocks fall into four categories: bootup, 

PBUS control, interrupt distribution, and the external interface. 
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Figure 6:      Functional Segments within processing module FPGA 
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The first FPGA segment functions only for processor initialization. At power-up, the FPGA enables a 64 

X 32 bit segment from which the local master loads its bootstrap code. The bootstrap code configures the 

local master's serial ports to load applications to further configure itself and instructions to wake up the 

other C30s in an orderly fashion. A novel feature of this bootstrapping technique is that both the bootstrap 

code and, of course, the applications code is entirely reprogrammable because it is obtained from off- 

module. The bootstrap routine is truly a small set of instructions "firm-coded" into the FPGA simply to 

aim the bootup sequence to a serial port. The "firm-coding" of the bootstrap code is done by direct 

manipulation of the boolean state definition of specific CLB assets within the FPGA[Xil94]. 

The second functional segment is the PBUS Arbiter. In parallel architectures, processors require access to 

common blocks of memory. Many parallel architectures simply grant a fixed time-slice to all processors in 

sequence[Roc93]. This arbiter was designed to grant three types of PBUS access to those processors who 

request access. 

As an example, consider only two of the three processors signal their desire to access the PBUS. A PBUS 

grant token of fixed length is passed between the requesting processors. No cycles are wasted polling the 

third processor because it had not requested PBUS access. When the third processor asserts its request for 

PBUS access, it is passed the bus grant  Once the processor is granted access to the PBUS, the address 

decode segment passes information to the arbiter segment about the duration of access. 

Three access durations are allowed, short, long, and semi-infinite. These duration requests are important in 

that assure the processor of a fixed amount of cycles to access memory (e.g., test/set) before access is denied 

by the !HOLD. The net effect of this access methodology is that the programmer need only test a bit to see 

if it is its turn to access the PBUS. No other software actions are required, assuring the processors 

interleaved PBUS access. The third functional segment needs no discussion as its function is implicit by 

its name-address decoding. 

The fourth and fifth segment allow for two types of intra-module interrupt handling. The first type is the 

barrier synchronization interrupt Any processor writes a bit vector into a register within the FPGA. This 

bit vector represents those processors targeted to receive simultaneous interrupts. Through software magic, 

upon reaching a predefined code set point the given processor sets a bit that signifies it has reached a code 

barrier (i.e., "at barrier bit"). The instant the last processor, as described in the bit vector, reaches its set 

point an "everybody at barrier" interrupt is sent to all processors in that bit vector. Each processor clears the 

interrupt by de-asserting its "at barrier bit" This bit vector can be set or tested by any local processor 

during its PBUS access cycle. 
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The second type of interrupt handling is done by the fifth functional segment within the FPGA. This is the 

inter-DSP message handling interrupts. To interrupt a DSPx the requesting DSPy enters the PBUS, writes 

its message to local SRAM, then writes to the message interrupt address within the FPGA. During this 

write, at the assertion of !STRB, the target DSP is immediately interrupted. The interrupted DSP clears the 

interrupt by asserting its HACK. Many message interrupts may be passed to a given DSP without it 

having clearing even the first one. This is due to the 16 message interrupt stack, per processor, using only 

one address location. The FPGA contains an addressable counter that drives the !INT1 line of each DSP 

directly. 

The last functional segment within the FPGA, segment six, is the external interface. This section is 

designed as a subset of the VMEbus revision C.l standard. More specifically, this interface behaves as an 

A15:D32 slave. Due to the low I/O count of our MCM package (i.e., 160 pins on a 1.6" X 1.6" substrate) 

the functionality available with the VMEbus was distilled. (Note: Just prior to the publishing of this study 

a higher density package has become available. This new package will be the carrier for subsequent design 

efforts.) Those selected portions of the interface maintain the straightforward addressing, bus request and 

interrupt handling found in VMEbus products. 

4.3 Image Multiplexer Module 

As with many focal plane arrays (FPA), the one used on MiP outputs several pixels that provide no useful 

information. The purpose of this module is to blank those useless pixels and direct the meaningful data to 

the dual-port RAM on each processing module. 

Figure 7 shows the block diagram of the multiplexer module. The MiP FPA outputs 12-bit raw pixel data 

as a 268 X 256 matrix. The pixel blanker circuit operates by simply blocking the transfer of useless data 

through the module.   In this design only a 256 X 256 array of data survives the pixel blanker circuit for 

direction to the processing modules. Each data frame is partitioned into subframes and targeted at 1-of-n 

processing modules by the subframe partitioner circuit This channelization of data distribution yields MiP 

system throughput limited not by processor bandwidth but the analog signal processor(ASP) bandwidth! 

Since the ASP generates FPA data at 10 Msps, the MiP system processes this data at greater than 150 

frames per second. 
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Figure 7:      Multiplexer Module 

The Image Multiplexer will write the Focal plane image data to the image memories of each processing 

module on a round robin basis. The four image memories will each receive l/4th of the total image data. 

For a 256x256 image, module 0 receives rows 0 through 63, module 1 receives rows 64-127, and so on. In 

this case, each module's image memory would be 16k. 

When the multiplexer writes to one of the four image memories, it will set a corresponding bit in the Mux 

Status register. The Mux Status register will consist of four read-only bits representing each of the four 

image memories. The mux will set only one bit in the register at a time signaling that the memory is 

being written to by the Image Multiplexer and is therefore unavailable at this time. Regardless of the 

image data rate, the Mux Status register is zero 75% of the time for each processing module. 

If a module is planning to read data from its image memory, it must first check the Mux Status register for 

a zero insuring that the Multiplexer is not currently writing to its image memory. If the register is zero 

when the processing module starts grabbing the image memory, it is possible that the Mux Status register 

will become a one before the module has finished reading all of the image data. In this case, the module is 

reading from the same memory block that the Image Mux is writing to. One unit must stop accessing the 

image memory. Since the Image Mux is in the process of writing an entire frame of data, It should not be 

halted. Therefore, the Mux will interrupt the processors when it starts writing to a new image memory 

block. The processors' interrupt handlers will then halt its reading process and start over by waiting for the 

Mux Status register to go to zero. 
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5. Design Motivation 

To demonstrate the potential of encapsulating complex computing resources in an extremely reduced 

volume, a high-performance, parallel computing system was required, capable of performing sophisticated 

real-time processing for imaging sensors, communications functions, and platform control for a 

prototypical, next-generation interceptor.  A prospective system concept revolved around a high- 

performance passive sensor (256 x 256 elements), an inertial reference unit, and various control and 

communications interfaces. Image data processing at frame rates of up to approximately 200 frames/second 

(14 mega-pixels/second) is needed.  If possible, this concept system should also have the ability to 

interface with other sensors through parallel interfaces. 

Given the state of the current monolithic packaging research, it was necessary to impose certain constraints 

on candidate architectures. With a 1.6 inch module and a conductor-to-conductor pitch of 18 milli-inches 

(mils), a standardized design of 80 conductors/edge on two edges was established for all substrates in the 

monolithic packaging system. The limitation of 160 conductors/substrate provided a challenge to candidate 

processing architectures. While these constraints were technology driven, the selection of the processor was 

ultimately to be based on the perception, real or perceived, that a radiation-hardened version would become 

available. This particular constraint was important to Phillips Laboratory, due to the focus on space 

systems, which necessitates consideration of the radiation environments that are inevitably encountered in 

space flight. 

With the latter constraint, it was apparent that most candidate processor types were not oriented to real-time 

sensor processing. Few radiation hardened processors exist, fewer still with high performance. Fortunately, 

Phillips Laboratory has commissioned a conversion effort with Texas Instruments to establish a radiation- 

hardened version of the popular TMS320C30 digital signal processor (DSP) chip.   It was in light of this 

consideration that made a parallel processing architecture from another packaging research effort quite 

attractive for the monolithic packaging research. This architecture, known as the Signal Processor 

Packaging Design (SPPD), was developed for Wright Laboratories (US AF) by Rockwell International 

(Anaheim, CA). Under the Wright Laboratories program, the SPPD had been built in brassboard and MCM 

form, but could not be used directly, because the form factor was substantially larger and would, therefore, 

not accommodate the monolithic packaging approach. Based on various configurations of multiple C30s, 

this architecture was selected for "simple repackaging" using the monolithic packaging fabrication, test, and 

assembly methods. 
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The SPPD architecture is based cm multiple, identical bus-connected C30 networks (referred to as "P- 

busses"), connected to two global memory stores.    As shown, each P-bus contains three C30s for the 

MCM configuration, while each P-bus in the brassboard configuration contains four C30s. In this version 

of the SPPD, local storage is provided for the C30s, whereas previous versions did not, except for the small 

internal RAM storage inherent in the C30. Along with the introduction of the SPPD architecture, 

Rockwell developed a simple operating system monitor and a useful complement of tools for the host 

system (VME-based Sun4/SPARC, running X-Windows) [Roc93]. 

After obtaining an SPPD brassboard on loan, courtesy of Rockwell, a new operating system was created to 

permit local study, since the original source code for the shipped monitor was not available. Simple 

applications were developed to demonstrate control and data acquisition with simulated imaging sensor data. 

Based on the Figure 10 architecture and the 1.6 inch MCM size, a partition scheme was chosen that placed 

an entire P-bus on an MCM, which could be repeated four times, with the global stores placed on separate 

MCMs. After extended acquaintance with the SPPD, it became clear that hardware modifications would be 

required for several reasons. First, the arbiter for the SPPD was not available, making it necessary to 

recreate this application specific integrated circuit (ASIC). Unfortunately, the information set provided, 

while extensive, was incomplete. Second, the pin count limitation of the monolithic packaging form factor 

chosen was inadequate to support two busses for global storage, and the size of the MCM did not permit a 

partition that would not have resulted in violating the 160 pin count limitation. Finally, the C30 input 

bandwidth limitation of 5 MHz (given a 33 MHz system clock) could not keep pace with the desired sensor 

data rate. 
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6. Summary and Future Work 

The role of packaging in advanced architectures will become increasingly significant as performance 

continues to increase. To reduce propagation delay and avoid transmission line effects, it will be necessary 

to reduce the distance between components. This trend is difficult to maintain without the use of multi- 

chip packaging, because as pin counts increase, so does the area of a single chip package. The trend of pin 

count increase is consistent with Rent's rule and the trend for greater bandwidth. This trend also places 

demands on packaging technology. Two-dimensional advanced packaging technologies, such as MCMs can 

provide significant advantages for some architectures, if the highest performance elements are implemented 

within the MCM. Extended architectures, or architectures with many elements, will eventually consider 

three-dimensional packaging approaches for the same reasons. Monolithic packaging provides for the 

greatest performance efficiency of any currently defined approach, by virtue of component density, wiring 

density, and interconnection characteristics [Lyk93b]. 

The packaging technology underlying this architecture continues to improve. At the beginning of the 

present research project, a conductor-to-conductor edge pitch of 18 mils was established for individual MCM 

substrates, due to technology limitations that have since been overcome (it is now possible to practically 

achieve a 5 milli-inch pitch between conductors). If four edges had been used for the processor edge 

connections instead of two, an additional factor of two increase could be gained. Expansion of the pin count 

per MCM from 160 to 480 on two edges (or 960 for four edges) makes possible significant enhancements 

to the bandwidth and features of the present architecture, such as providing additional bus structures to 

improve system bandwidth/performance, and adding local memory stores for each processor. 
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Abstract 

This paper provides an overview of a problem related to space debris. It begins with 

a short review of the basic concepts and continues with a brief remark concerning existing 

models. Following this review we then present some models based on the principle that all 

debris consist of the material placed in orbit. Using the mass of the satellites, their associate 

components, the cross-sectional geometry of the selected altitude layer(s), two mass- 

dependent-population distributions and two altitude-dependent-population distributions the 

flux can be determined. The first model is based on the limited available mass, a single 

layer, a uniform mass distribution of the debris and the assumption that all debris is 

contained within the selected altitude bin. The next model removes the assumption imposed 

by the uniform mass distribution and replaces it with a distribution based upon current 

observations. It is then indicated that these models can be extended to multilayer models 

which can then be extended by applying two distinct altitude-dependent-population 

distributions. This approach defines the following four models: (1) n-layers, uniform mass 

distribution, uniform altitude distribution, (2) n-layers, uniform mass distribution, and an 

altitude distribution based on observations, (3) n-layers, an observational based mass 

distribution and a uniform altitude distribution, and lastly, (4) n-layers, observational based 

mass distribution and an observational based altitude distribution. These models ignore the 

inclination dependent population distribution. Inclusion of this distribution would generate 

four additional models. 

39-2 



DETERMINATION OF SPACE DEBRIS FLUX 

BASED ON A FINITE MASS 

Wayne J. Zimmermann 

Introduction 

From the beginning of the space age thousands of satellites have been placed into orbit 

by many nations. It is unfortunate that much of what is in orbit consist of inactive satellites, 

boosters and small parts produced during separation. This collection of manmade artifacts 

is a form of pollution capable of reducing the probability of system survival, if not making 

survival impossible. This manmade artifact can be partitioned into three broad categorie: 

payloads, boosters, and debris. Based on many observations much of it falls into the third 

category, debris. 

Debris is the result of two events: (i) impact, the collision between two or more objects, 

and (ii) explosions. It is possible that with time the number of objects can increase to a 

point that a debris belt of sufficient density will encircle the earth making it practically 

impossible to maintain or orbit an operational satellite since such an environment would 

significantly reduce a satellite's lifespan. As a result, the continued increase of population 

poses a threat to all future operational satellites. To reduce the threat two problems are 

addressed. First there is the problem of mitigation which addresses two problems: (i) control 

of future debris generation and (ii) reduction the current levels of debris. The second 

problem is that of estimating the current levels of existing debris. The focus of the paper 

is to address an elementary aspect of this problem. 

Debris poses a threat by it existance. A single particle can destroy a functional system. 

The question is: just how large must such an object be if it constitutes a threat? The current 

belief is that any debris having a diameter of 1 cm or larger would effectively disable a 

satellite hence the domain of interest is defined accordingly. The 1 cm is based on the 

velocity, mass, and material makeup of the debris. In his paper on the evolution of debris 

clouds, [1], Housen indicated that the greatest danger come from debris in the millimeter to 

centimeter size because of their size and density. Hence there is some debate concerning 

what size constitutes a tlireat. hi both, 1mm or 1cm, cases the size of the debris is small 

enough to pose a threat while generally remaining invisible.   Hence, assessment of the 
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population is currently not possible using current observational methods. As a results this 

leaves only those approaches based on computer simulation, theoretical physics, some 

laboratory experiments. 

With regards to the reduction of existing debris little can be done. Of course several 

tecliniques are available for reducing newly generated debris. One technique is to reduce the 

amount of intentionally generated debris through the reengineering of the section separation 

procedures. Another reduction technique is to select orbits that provide for orbital decay of 

all component. Selection of such orbit would provide for the metication of much of the 

accidently generated debris. A third technique consist of venting the booster's fuel tanks of 

excess fuels thereby reducing the amount of accidently generated debris by explosions. 

Concerning the problem of estimating the spacial distribution defined by the debris 

population several approaches have been taken. One method is to measure the environment 

which has been the focus of several measurement campaigns. The current methods used 

make use of either radar or optics. Both techniques have significant limitations. Radar has 

difficulty measuring size and observing nonmetalic objects while optics has difficulty in 

determining size and observing dull objects. Hence the acquired data needed to describe the 

LEO (Low Earth Orbit) environment has induced error. This error can be reduced by the 

application of appropriate statistical techniques assuming a correct selection of the type of 

distribution for the description of the debris population is employed. However the weakness 

in this approach lies both in the assumptions inheritent in statistical techniques employed and 

in the selected sampling techniques. As indicated the key assumption is the type of 

distribution. Clearly what is needed is a good sampling procedure but is this possible? 

Physical limitations imposed by the observational tecliniques constrain the observation time 

as seen when using optical procedures. Since optical techniques are based on measuring 

reflective light this approach requires that the observations be made in early dusk or dawn 

and are limited to approximately one hour. Hence a good sampling procedure is seldom 
available. 

Why all the concern for determining the density of the debris or equivalently the flux 

level? One reason for concern is that the solution to this problem, flux determination of a 

trajectory tunnel, is important for the information it provides concerning probability of 

accidental impact during the life period. Such information plays a key role in the selection 

of a trajectory. 

As indicated, in addition to the problem of sampling there is the problem of 
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observation. Currently, all debris having a actual diameter less than 10 cm is invisible. 

Further, there is the problem of determining the actual diameter of the debris regarless of the 

technique used in making the measurements, hi both cases the diameter cannot be measured 

directly, hence it must be computed using either the albedo, in the case of optical 

measurements, or by using the RCS (radar cross-section) measurement acquired by radar. 

In both cases there is significant error. Hence statistical procedures must again be applied; 

procedures that must be validated experimentally. 

An alternate to this empirical approach is that of modeling the phenomenon by using 

a combination of tecliniques. Included are various statistical estimations of some of the 

models parameters, deterministic calculations based on principles from physics. 

To illustrate this marriage of tecliniques consider a problem related to a breakup. A 

flux level is dependent upon the number of objects in the region. Estimation of this value 

which requires that we estimate the number of newly created objects resulting from a 

breakup. Though the use of an enhanced model for the deformation of material we can 

acquire an estimate of this number. Hence molecular hydrodynamics codes based on the 

first principles are used to model explosions and hypervelocity impacts. The results of these 

modeling efforts are then used to describe breakup of an object which is used to create 

artificial debris database providing a distribution for the mass and velocity of the debris. In 

this way we can approximate the current state of the environment. 

Remarks on Existing Models 

Some models are purely empirical, hence they provide reasonable results for short-term 

forecasting. One such model is Kesslers Model, [2]. Based primarily on statistical evaluation 

of a data set the model has a number of limitations. One such limitation is its region of 

applicability. The model provide excellant result for whenever the altitude is less than 1000 

km. For a complete assessment of Kesslers Model see [3]. 

Another model that is currently employed by the space debris research groups is 

referred to as EVOLVE. This is a model composed of several submodels. As indicated in 

the previous section, it makes use of a limited version of a breakup model by storing the 

element sets for a limited number of debris particles generated by the breakup. It also uses 

the element set associated with the historical data defined by the missions. The model then 

calculates the trajectories of each object and at specified time increments determines the flux. 

In addition the models generates artifical impacts.  The number of such impacts is based 

39-5 



upon empirical data.   The limitations of this model is defined by the limitation of each 
submodel and the number of objects it can maintain in its data base. 

Single Layer Model 

This model makes use of a single datum, the total mass of all objects placed in orbit. 

In addition the model assumes that everything is in orbit and that the debris is uniformly 
distributed in a single region.  Figure 1 illustrates this situation. 

Fence 

Figure 1. Single region environment. 

As stated in Office of Teclmology Assessment paper, Orbiting Debris A Space 
Environmental Problem, [4], the mass of the 6500 space objects cataloged by the Space 

Surveillance Network (USSPACECOM) is about 2.0xl06 kg. Using this single piece of data, 

the measurement of the earth's radius and geometrical relations defined by the trajectory 

tunnel the flux can be determined given the assumption of the size and spacial distributions 
of the debris. 

Tliree assumptions of the model are: the density of the resulting is somewhere between 

l.OOxlO3 and 2.72x103 kg, densities for water and aluminum respectively. A second 

assumption is: all resulting particles have the same density. Thoughout this paper density 

is taken to be 1.8xl03 kg/m3. Clearly the less dense the material the greater the number of 

particles since the particles are defined by size and the size of the original mass must be 
larger.   Lastly, all are spherical. 
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To reiterate, this model is designed to provide an estimate for flux, an upper bound. 

Since most papers report the cumulative flux this paper will extimate the cumulative flux, 

that is, a measurement based on the number of all particles having a size greater than dQ. 

The cumulative flux will be denoted by F and it will depend upon a number of input 

parameters. Hence, F given by 

F = F(6,d, 6,m,h, A,rg,rd). (1) 

where 
0: denotes the width of the 'fence', which is measured in radian, 

d: diameter of the debris, 

6: density of the material, 
m^,: total mass of all material put into orbit, 

h:  altitude, 
A: tolerance for altitude band width, 

r _: rate of growth of mass, 
rd: rate of decay of mass. 

The term fence denotes the cross-section of the toroid which contains all debris. Hence 

it is a two-dimensional region in a plane through the center of the earth and is contained in 

LEO. 
From (1) it is seen that the model depends upon eight parameters. Throughout our 

discussion we will vary 0, ö, d, and h. The remaining parameters m, A, r and rd will be 

assigned a value then they will remain fixed. As indicated the total mass m = 2.0x10 and 

the average density ö = 1.80xl03 kg/m3, a weighted average of the density for aluminum, 

copper and plastic. A better approximation could be obtained by using a precise distribution 

of the various material used in constructing a satellite. But this might reduce the average 

density thereby increasing the flux. It will be seen, as noted earlier, that as density decreases 
the flux increases. For the rate of growth of mass and the rate of decay, rg and rd a 

respective, values of 0.04 and 0.01 are assigned and used throughout this paper. 
With these remarks we now determine the flux based on the total mass of the space 

material, the density of the material, the size of the debris, assumed distributions for size and 

spatial density and the geometry of the region. 
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We now formulate the model. Let nd denote the number of pieces of debris, md denote 

the mass of each debris particle, assuming each piece of debris is identical in size then 

nd * md = m,ot (2) 

But the mass of each debris given by: 

md = p * v 

= P * (* d3 / 6 ) (3) 

The number of particles the total mass can create is denoted by nd and is given as the 
ratio of the mtot /md.  Hence 

nd  =  6 "tot / (P 7T d3) (4) 

Based on the definition of a fence, which is the cross-sectional area of a user selected 

toroid as illustrated in Figure 1, and the width is defined by the angle created by the rays 

extended from the center of the earth through two latitudes, the area of the fence is given 
by: 

Af - (0 / 360) n (r0
2 - r;2) (5) 

where r0 = Re + h + A   and r-, = Re + h ~ A. 

Assuming a circular orbit the velocity is given by: 

Ve =  A [i I r ) (6) 

where r denotes the radius of the great circle in the center of the toroid, that is, r = R + 

h. Using the circumference of the geometrical center of the toroid as the average distance 
a typical debris particle has a period of: 

T = ( n / r ) / ( 2 * 7X * r ) (7) 

where the velocity is given in km/hour and \i is defined to be 3.986x105. 
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Recalling that flux is defined as the number of impacts per meter square per year we 

have 

F = nrev * nd / Af (8) 

where n^ denotes the number of revolutions per year and is defined by 

nrpv = 8760 / T 'rev (9) 

Recall there are 8760 hours in a year. Hence (8) can be written as: 

F = K mtot / [(Re+h)2-5 d3  6 A 6] (10) 

where Re=6378km, the radius of the earth, and 

K = 3600*24*365*6*90*sqrt(|i)/(27i3)  = 1.7338xlOH 

Table 1 below defines the parameters selected in determining the flux.  The altitude is 

taken to be 700 km because of the recent interest in that region. 

Table 1.   Selected parameters for mass, average density, growth rate, 

decay rate, bandwidth time and altitude. 

mtot = total mass = 2.0x106 

0= density =1.8xl012 

rg = rate of growth = 0.04 

rd = rate of decay = 0.005 

A = half band thickness = 200 km 

t (years) = 1990 
h = altitude = 700 km 

Based on the above model and the parameters definition given in Table 1, Table 2 

presents flux as a function of fence "width" and debris size. 
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Table 2. Flux as a function of fence width and debris size. 

dia\width 40° 60° 80° 

1.0 1.1x10 { 7.3x10° 5.7x10° 

10.0 l.lxlO'2 7.3xl0"3 5.7x10"3 

20.0 1.4xl0"3 9.5x10"4 7.1xl0-4 

50.0 9.1xl0'5 6.1xl0"5 4.6xl0"5 

Single Layer with Mass Distribution 

In the previous model the total mass was partitioned into n^ debris particles of equal 

size. The intent of this section to embed the mass distribution into the model. This is done 

by using the weights in Table 3 to calculate the mass allocated to each size class. Clearly 

this additional information will reduce the flux level since the number of debris particles 

created is reduced; some of the mass goes into the creation of larger debris particles. This 

results in the reduction of the number of impacts and hence the flux. 

The mass distribution is given by two distinct functions based on the process by which 

the debris is generated. The two processes which generate debris are, collision and explosion, 

create distinct distributions. 

The distribution used to describe the number of fragments of mass m or greater for the 

collision process is: 

N(m) = a (m/mtot)-ß (11) 

where a and ß are empirically determined constants which are depend on the impact 

conditions, mtot the total mass and m the fragment's mass. Yates and Jones, [6], reported 

typical values of are 0.4478 and 0.7496 for a and ß respectively. 

Referred to as the power law the above distribution is scale invariance and has 

numerous applications in the theory of fractiles. For our discussion we will restrict our 

investigation to this distribution. 

Since debris is typically specified by radius and we have assumed a fixed density then 
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the power law takes the form: 

N(r) = a (r/rtot)"
3 P <12> 

Based on this size dependent formulation of the power law we generate the values stated in 

the following table. 

Table 3.   Mass (Size) Distribution-Size is specified since the density 

is taken to be 1.8xl03 kg/m3. 

Size (cm) Frequency Percent 

1 4127 0.792 

2 657 0.126 

3 210 0.040 

4 91 0.017 

5 47 0.009 

6 27 0.005 

7 17 0.003 

8 11 0.002 

9 7 0.001 

10 5 0.001 

11 4 0.001 

12 3 0.001 

13 2 0.000 

14 1 0.000 

15 1 0.000 

16 1 0.000 

17 1 0.000 

To calcuate the number of particles the percentage is used to allocate a corresponding 

mass to the related size bin. Using equation (12) and the diameter defining the size bin we 

calculate the flux associated with the selected bin which is referred to as the bin-flux. The 

bin-flux is also calculated for all sizes greater than the selected size by summing over each 

bin-flux  greater than the selected  size thereby yielding the cummulative flux.  Table 4 
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presents a representative output given the parameters stated in Table 1. 

Table 4.   Flux as a function of fence width and debris size when the 

power law mass distribution is applied. 

d/width 40° 60° 80° 

1.0 2.9x10° 1.9x10° 1.5x10° 

10.0 2.7x10-4 1.8xl0"4 1.4xl0'4 

20.0 1.9xl0-5 1.3X10"5 9.3x10"6 

50.0 5.8xl0-7 3.5xl0-7 2.6x10"7 

Although not included in this study, the situtation involving an explosion is discribed 

by the dstribution: 

N(m) = (M/2rrj2)e-sqrt(ra/rT]2) (13) 

where rrj is a Mott constant, see [7].  Using the (13) we can weight the debris accordingly. 

This is beyond the scope of this paper. 

Conclusions 

While the approach taken in this paper places an upper limit on the flux, it does so at 

the expense of assuming that the debris is uniformily distributed. Debris need not be 

uniformily distributed. If a large class of satellites are placed in orbit with a given 

inclination and partitioned into several planes then the points at which the orbits intersect 

will show a higher flux level.  Something similar to the intersection of several roads. 

It suffices to note that these models can be extended to multilayer models, which can 

then extended by applying two distinct altitude dependent population disttributions which are 

defined by the following four models: (1) n-layers, uniform mass distribution, uniform 

altitude distribution, (2) n-layers, uniform mass distribution, and an altitude distribution based 

on observations, (3) n-layers, an observational based mass distribution and a uniform altitude 

distribution, and lastly, (4) n-layers, observational based mass distribution and an 

observational based altitude distributon.  All of these models ignore the population 
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distribution which is dependent upon the inclination. Inclusion of such a distribution would 

permit for the creation of four additional models. 
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